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Abstract 

Convolutional neural network-based deep learning technology is the most commonly used in image identifi-

cation, but it requires large-scale data for training. Therefore, application in specific fields in which data acqui-

sition is limited, such as in the military, may be challenging. In particular, the identification of ground weapon 

systems is a very important mission, and high identification accuracy is required. Accordingly, various studies 

have been conducted to achieve high performance using small-scale data. Among them, the ensemble method, 

which achieves excellent performance through the prediction average of the pre-trained models, is the most 

representative method; however, it requires considerable time and effort to find the optimal combination of 

ensemble models. In addition, there is a performance limitation in the prediction results obtained by using an 

ensemble method. Furthermore, it is difficult to obtain the ensemble effect using models with imbalanced 

classification accuracies. In this paper, we propose a transfer learning-based feature fusion technique for hetero-

geneous models that extracts and fuses features of pre-trained heterogeneous models and finally, fine-tunes 

hyperparameters of the fully connected layer to improve the classification accuracy. The experimental results 

of this study indicate that it is possible to overcome the limitations of the existing ensemble methods by 

improving the classification accuracy through feature fusion between heterogeneous models based on transfer 

learning. 
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1. Introduction 

Artificial intelligence technology has been recently applied in various fields, including industry, 

education, medicine, and military, and related products are being researched and developed. In particular, 

deep learning-based technology is the most used in the field of detection, identification, and tracking 

using video images, and it has been extensively verified through various studies [1-3]. However, a large 

amount of high-quality training data and high-performance learning models are required in deep learning 

technology to obtain acceptable accuracy. In the case of civil and industrial fields, where large-scale 

server construction is possible, the requirements for model training using high-quality collected data can 

be sufficiently satisfied. Conversely, it is challenging to collect large amount of high-quality data in 

particular fields, such as military defense, because military operational environment involves restrictions 

on physical servers and Internet connection owing to security requirements, lack of information about 
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targets, and data collection limitations. Therefore, considerable limitations exist in the application of deep 

learning to existing weapon systems, and various studies and technologies are continuously being 

developed to overcome them [4]. 

Currently, various studies are being conducted in the military to apply artificial intelligence-related 

technologies to weapon systems. In particular, research and development for target detection, identification, 

and tracking is progressing to a certain level owing to the application of deep learning-based technology 

that uses sensor information, such as day/thermal cameras and radars, to surveillance/reconnaissance 

fields [5-7]. However, research is concentrated in specific fields in which data acquisition is easy, such 

as those using satellite images, and verification remains insufficient for application in actual military 

systems. 

Maneuver weapon systems depend heavily on image information for foe identification and target 

detection/classification missions. In addition, as an important issue directly related to survival, high 

identification accuracy is required. Since all these processes solely rely on human eyes, there is a 

possibility of errors in the identification accuracy of the maneuver weapon system. In addition, efforts to 

introduce artificial intelligence-based technologies are currently underway to compensate for the 

decrease in operational personnel due to recent population decline and military force reduction. One of 

these is a technology for target detection and identification through deep learning. However, the 

challenges of the battlefield environment, such as urban areas, forests, and smoke, can make it difficult 

to acquire sufficient data for accurate identification. As a result, a technique that can improve identifica-

tion accuracy with small-scale data is necessary. 

Therefore, a transfer learning method using deep learning models pre-trained on large-scale data, such 

as ImageNet [8], has been applied, researched, developed, verified, and used in various fields [9]. In 

addition, research was conducted in the military field to effectively improve the performance of training 

models by applying representative ensemble techniques to improve the classification accuracy [10]. 

Existing ensemble methods require time and resources to obtain high-performance pre-trained models 

for their use. In general, additional performance tuning is not possible in the ensemble model, so there is 

a limit to performance improvement, and considerable resources are required to find a combination of 

models with optimal performance [11]. 

In this study, we propose a transfer learning-based feature fusion model that performs maneuver 

weapon system classification to improve the accuracy of the existing ensemble techniques. In the 

proposed method, the final high-level feature maps output by pre-trained heterogeneous models are 

concatenated, and a new discriminator composed of fully connected layers is added. The image-based 

maneuver weapon system classification requires high identification accuracy; therefore, the performance 

of the proposed technique was verified through various experiments, and it was confirmed that the 

classification performance was improved compared with traditional ensemble methods. 

The main contributions of this study are summarized as follows: 

 Image classification accuracy can be improved with small-scale data in situations where acquiring 

large amounts of high-quality training data is limited, such as in the military field. 

 A new transfer learning-based feature fusion model is proposed, which leverages advanced models 

pre-trained on the ImageNet dataset to improve classification accuracy. 

 Compared to the existing ensemble technique, our approach of fine-tuning through stepwise 

transfer learning for feature fusion, extracted from heterogeneous models, demonstrates superior 

classification accuracy. 
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The remainder of this paper is organized as follows: Section 2 present existing techniques for 

improving classification accuracy with small-scale data in the field of maneuver weapon systems in 

relation to this study, and explain the differences between these techniques and the proposed method. 

Section 3 describes the detailed structure of the transfer learning-based feature fusion model proposed in 

this paper. Section 4 describes an evaluation of the proposed model's performance through a comparison 

with existing ensemble methods using data collection and performance comparison analysis. The analysis 

confirms the superiority of the proposed model, which is presented in detail in this section. Finally, 

Section 5 presents conclusions and future research. 

 

 

2. Related Works 

Recently, there has been a growing interest in using deep learning technology for image classification 

in the military field, and as a result, research in this area is being actively conducted. In particular, 

maneuver weapon systems are expected to enhance the precision of surveillance and reconnaissance 

missions by leveraging deep learning-based technology. These systems can perform critical tasks such 

as recognizing the battlefield situational awareness, identifying friend and foe, and detecting and tracking 

targets using image-based analysis. 

First of all, research has been conducted on object detection and classification of various weapon 

systems using deep learning technology [12]. The purpose of this research is to leverage advanced 

algorithms and neural networks to improve the accuracy and effectiveness of weapon system recognition 

and classification. 

In addition, researchers conducted research to overcome the recognition and classification of weapons 

system through transfer learning in the situation where training data is limited due to the specific 

environment of the battlefield [13]. Studies have been also published aiming to improve the accuracy of 

classification for tanks, a representative ground weapon system, through data augmentation and transfer 

learning [14,15].  

Further studies have been conducted to improve the accuracy of weapon system classification through 

the use of model ensembles based on transfer learning [10]. Additionally, there are studies in progress to 

improve the object detection and classification of various ground weapon systems by combining 

reinforcement learning with existing deep learning techniques [16]. 

Therefore, transfer learning is a powerful technique that enables the transfer of knowledge learned from 

one domain to another, which can help address the challenge of limited training data in the military field. 

In this paper, similar to previous studies, a transfer learning method that can effectively learn with a small 

amount of data is utilized to classify ground weapon systems in a battlefield environment where 

acquisition of training data is limited.  

However, unlike other studies, we propose a transfer learning-based feature fusion model that can 

improve classification accuracy compared to existing techniques by using a method of concatenating and 

fusion the features of various models that have completed transfer learning as a means of improving 

classification accuracy. 

To achieve this purpose, the main considerations of the proposed method are as follows: 

 The proposed method leverages the diversity of high-level features automatically extracted through 

transfer learning from heterogeneous models that have completed various types of pre-training. 
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 By concatenating the features extracted from heterogeneous models and fine-tuning the fully 

connected layers, it is possible to maximize the improvement in classification accuracy. 

 

 

3. Proposed Transfer Learning-based Feature Fusion Model 

To achieve better performance with small-scale image data, studies on training models to which pre-

trained model-based transfer learning is applied are being actively conducted [17]. Among them, the most 

widely used method is to combine various trained models into one inference model, which has exhibited 

excellent performance in various fields. However, the effect can be confirmed in the case of a combi-

nation of excellent heterogeneous or homogeneous models, or an ensemble of multiple models. To do 

this, an adjustment process to find the models with the best performance and the time and effort required 

to find the optimal ensemble model combination are essential. In addition, there is a disadvantage in that 

accuracy cannot be improved with respect to the prediction result obtained after performing the ensemble. 

To overcome this problem, we propose a feature fusion method that concatenates the output feature maps 

of each model, for which transfer learning is performed through a pre-trained model to preserve the 

feature diversity of heterogeneous models, followed by fine-tuning of the fully connected layer to achieve 

improved accuracy. Fig. 1 shows the structure and detailed procedure of the proposed transfer learning-

based feature fusion model. 

The transfer learning-based feature fusion model is divided into three stages and is performed as 

follows: 

Stage 1: After resizing the randomly collected data of tanks and armored vehicles, consisting of two 

classes, to a size of 224×224, each pre-trained model from ImageNet data is individually 

trained by inputting the resized data to each model. During this process, hyperparameters of 

each model are adjusted using validation data. Then, the classification accuracy is evaluated 

with test data, and each trained heterogeneous model is saved for the next stage. 

Stage 2: Each trained heterogeneous model from Stage 1 is loaded and feature fusion is performed by 

concatenating the output feature maps of the heterogeneous models together, as shown in Fig. 

2. The number of feature maps from the heterogeneous models after the implementation of 

the proposed feature fusion can be found in Table 1. 

Stage 3: After applying global max pooling to the feature fusion layer generated in Stage 2 and adding 

a new fully connected classifier, fine-tuning training is performed. 

 

To explain in more detail for Stage 1, first, binary classification training using the input data collected 

in Section 4.1 was performed with four representative deep learning models, VGG19, MobileNetV2, 

ResNet50V2, and DenseNet121 [18-21], which had been pre-trained with ImageNet. Next, we performed 

feature fusion by concatenating the final feature maps of all pre-trained models, excluding each previous 

binary classifier from the trained heterogeneous model, and then we added a classifier composed of new 

fully connected layers. Here, the exponential linear unite [22] was used as the activation function. In 

addition, a classifier was constructed to avoid overfitting by applying L1/L2 regularization, batch 

normalization, and dropout [23]. The classification accuracy was improved through the steps described 

above by fine-tuning the final connected layer parameters while maintaining the feature diversity of the 

transfer-learned heterogeneous models. 
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Fig. 1. Structure of the proposed transfer learning-based feature fusion model. 

 

Next, Table 1 lists the output shape of the feature maps for each stage in the transfer learning-based 

feature fusion model, as shown in Fig. 1. The size of the input data was 224 × 224. In the case of Stage 

1, 7×7×N feature maps were output for each model (Table 1). In Stage 2, by combining two, three, and 

four heterogeneous models, it can be confirmed that the feature maps of each model are connected during 

feature fusion. 
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Fig. 2. Method of the proposed transfer learning-based feature fusion. 

 

In the case of Stage 3, after the feature fusion step in which the feature maps of each transferred 

heterogeneous model are concatenated, global max pooling is performed on the feature fusion layer. This 

is done to extract the most meaningful and representative value from the fused feature map. The extracted 

representative values are then input into the fully connected layer of a new classifier for fine-tuning. 

Finally, the performance of the model is evaluated by checking the classification accuracy using test data. 

As a result of observing the number of feature maps for each stage in the transfer learning-based feature 

fusion model, 512 feature maps for VGG19, 1,280 for MobileNetV2, 2,048 for ResNet50V2, and 1,024 

feature maps for DenseNet121 were output for which transfer learning of Stage 1 was completed. Next, 

when the feature maps obtained from Stage 1 were concatenated with each other, the largest number of 

feature maps was obtained by combining the four heterogeneous models, as in Model #11 (Table 1). It 

can be seen that a large number of feature maps are fused in the order of Models #10, #7, and #9, all of 

which are combinations of three heterogeneous models. Among the three combinations of heterogeneous 

models, the case of Model #8 shows 3,000 or fewer feature map outputs, and the lowest feature map 

fusion combination is in Model #3, which fuses 1,500 feature maps. In Models #4 and #6, it can be seen 

that more than 3,000 feature maps are fused despite the combination of two heterogeneous models. Based 

on the above results, we will examine the correlation between the number of feature maps and the 

classification accuracy when performing transfer learning-based feature fusion in Section 4. 

 

Table 1. Output shapes of feature maps for each stage in the transfer learning-based feature fusion model 

Model 

No. 
Feature fusion combination Stage 1 Stage 2 Stage 3 

1 VGG19 / MobileNetV2 (7, 7, 512) / (7, 7, 1280) (7, 7, 1792) 1792 

2 VGG19 / ResNet50V2 (7, 7, 512) / (7, 7, 2048) (7, 7, 2560) 2560  

3 VGG19 / DenseNet121 (7, 7, 512) / (7, 7, 1024) (7, 7, 1536) 1536  

4 MobileNetV2 / ResNet50V2 (7, 7, 1280) / (7, 7, 2048) (7, 7, 3328) 3328  

5 MobileNetV2 / DenseNet121 (7, 7, 1280) / (7, 7, 1024) (7, 7, 2304) 2304  

6 ResNet50V2 / DenseNet121 (7, 7, 2048) / (7, 7, 1024) (7, 7, 3072) 3072  

7 VGG19 / MobileNetV2 / ResNet50V2 (7, 7, 512) / (7, 7, 1280) / (7, 7, 2048) (7, 7, 3840) 3840 

8 VGG19 / MobileNetV2 / DenseNet121 (7, 7, 512) / (7, 7, 1280) / (7, 7, 1024) (7, 7, 2816) 2816 

9 VGG19 / ResNet50V2/ DenseNet121 (7, 7, 512) / (7, 7, 2048) / (7, 7, 1024) (7, 7, 3584) 3584 

10 MobileNetV2 / ResNet50V2/ DenseNet121 (7, 7, 1280) / (7, 7, 2048) / (7, 7, 1024) (7, 7, 4352) 4352 

11 

 

VGG19 / MobileNetV2 / ResNet50V2 / 

DenseNet121 

(7, 7, 512) / (7, 7, 1280) / (7, 7, 2048) / 

(7, 7, 1024) 

(7, 7, 4864) 

 

4864 

 

Stage 1 indicates the output shapes of feature maps after transfer learning, Stage 2, the output shape of feature fusion, and 

Stage 3, the output shape of feature fusion after global max pooling. 
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4. Experimental Results 

In this paper, a total of 3,600 images for maneuver weapon systems, consisting of 1,800 images each 

of two classes, tanks and armored vehicles, were collected through an Internet search. Next, for the deep 

learning model for transfer learning, among the models provided by the Keras application, an open-source 

software library for artificial neural networks, four models that have been pre-trained with the ImageNet 

dataset were selected. Finally, after the selected models were trained on the collected data using fine-

tuning and data augmentation, the proposed transfer learning-based feature fusion model was confirmed 

for its classification accuracy. To this end, to evaluate the classification accuracy of the proposed model, 

Stages 2 and 3 of the step-by-step procedures mentioned in Section 3 are performed. 

As hardware specifications for experiments, Intel Xeon 2.3 GHz central processing unit, 12.7 GB 

memory, and Tesla P100 graphic processing unit (GPU) were used, and CUDA Toolkit 11.2 was applied 

for model training using the GPU. In addition, as a software specification for model training and 

performance evaluation, the latest version of TensorFlow (2.11), a deep learning open-source framework 

library, was installed in the Ubuntu 18.04 LTS operating system environment. 

 

4.1 Data Collection of Maneuver Weapon System 

The maneuver weapon system operated by a military army is divided mainly into tanks and armored 

vehicles, and each performs different assigned missions. As shown in Fig. 3, the tank is equipped with a 

track-type hull, large-caliber cannon, and heavy armor to perform the mission of fighting enemy armored 

units at the forefront. The primary mission of the armored vehicle is to transport and protect the infantry. 

Although combat is not its main purpose, it is also equipped with various weapons to support firepower. 

In addition, although armored vehicles have a track type similar to a tank, the most distinctive feature is 

that they are mostly wheeled to maximize maneuverability. 

 

 

(a) (b) (c) 

Fig. 3. Examples of images collected for model training: (a) tank, (b) tracked armored vehicle, and (c) 

wheeled armored vehicle. 

 

In this study, for the classification of maneuver weapon systems, related images were collected through 

an Internet search and then labeled as two classes: tanks and armored vehicles. First, tank images were 

obtained through search with the keyword “tank” from the Kaggle public image list, and data were 

additionally collected with the same keyword from web searches. All images of armored vehicles were 

collected through using web searches, using keywords such as “IFV,” “AFV,” or the specific model 

names of armored vehicles. 

A total of 3,600 images were collected: 1,800 of tanks and 1,800 of armored vehicles. For the ex-
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periments, 3,000 images consisting of 1,500 images for each class were used as training and verification 

data (Table 2). A total of 600 images, consisting of 300 images for each class, were used as test data for 

performance evaluation. 

 

Table 2. List of the collected image data for the two classes 

Class 
Number of images 

Training + validation Test Total 

Tank 1,500 300 1,800 

Armored vehicle 1,500 300 1,800 

Total 3,000 600 3,600 

 

4.2 Preparation of Deep Neural Network Models for Transfer Learning 

In this section, as a preparatory step for the proposed method, transfer learning is performed using the 

most commonly used and representative convolutional neural network (CNN)-based pre-trained models, 

and their performance is evaluated. Because CNN-based deep learning technology generally requires a 

large amount of image data to derive an optimal model, considerable time and computational resources 

are required to train the model. In special cases, such as in the military field, there is a limitation to 

securing a large number of images; therefore, a method that can achieve excellent performance with only 

small-scale image data is necessary. To achieve this purpose, the utilization of transfer-learning technique 

that can effectively train models with only a small amount of data has been considered, and its 

performance has been proven and applied in various fields. In this study, we employed this transfer 

learning-based approach as a training method for the classification of maneuver weapon systems. 

As the pre-trained model for transfer learning considered in this study, four deep neural network (DNN) 

models, VGG19, MobileNetV2, ResNet50V2, and DenseNet121 [18-21], were selected among the 

ImageNet-based pre-trained DNN models provided by the Keras application. In this case, the 

experimental environment for transfer learning for each DNN model was set as follows: a batch size of 

32, Adam optimizer [24] with an initial learning rate of 10-5 as the learning algorithm, and epoch of 100. 

After applying the data augmentation and fine-tuning methods, the weights of the binary classifier were 

initialized each time, and training was performed. As a result of the transfer learning, the VGG19 and 

MobileNetV2 models achieved classification accuracy based on the test data of 95.3%, ResNet50V2 

model of 96.5%, and DenseNet121 model of 97.1%. Thus, the DenseNet121 model exhibited the best 

performance in classifying tanks and armored vehicles. 

 

4.3 Evaluation of the Proposed Method Using Deep Feature Diversity 

In order to confirm the superiority of the proposed technique, a performance comparison is conducted 

with the ensemble method which is a widely used method for improving classification accuracy. To this 

end, ensemble is performed using the model for which transfer learning was performed in Section 4.2, 

and test accuracy evaluation is performed. Finally, the experiment on the transfer learning-based feature 

fusion model proposed in this paper is performed according to the procedure presented in Section 3, and 

then the ensemble method and test accuracy comparison analysis are performed. 
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4.3.1 Classification accuracy performance of ensemble technique 

An ensemble technique is a method used to obtain better prediction performance by averaging the 

predictions of multiple inference models, with the purpose of improving performance based on the feature 

diversity of multiple independently trained models. In this regard, research and verification of ensemble 

techniques for CNN-based network structures are underway in various fields [25]. For a performance 

comparison with the proposed feature fusion model, the ensemble was performed using the transfer 

learning-based models selected in Section 4.2. The number of heterogeneous models for the ensemble 

was varied from two to four. As shown in Table 3, the ensemble accuracy for the test data ranges from 

96.0% to 97.3%, and the average ensemble accuracy for the case where three or four models were 

combined was higher on average than when two models were combined. 
 

Table 3. Ensemble accuracy results for the combinations of various heterogeneous models 

Model 

No. 
Model combinations for ensemble 

Test accuracy (%) 

Each model Ensemble 

1 VGG19 / MobileNetV2 95.3 / 95.3 96.0 

2 VGG19 / ResNet50V2 95.3 / 96.5 96.6 

3 VGG19 / DenseNet121 95.3 / 97.1 96.5 

4 MobileNetV2 / ResNet50V2 95.3 / 96.5 97.3 

5 MobileNetV2 / DenseNet121 95.3 / 97.1 97.3 

6 ResNet50V2 / DenseNet121 96.5 / 97.1 97.5 

7 VGG19 / MobileNetV2 / ResNet50V2 95.3 / 95.3 / 96.5 97.3 

8 VGG19 / MobileNetV2 / DenseNet121 95.3 / 95.3 / 97.1 97.3 

9 VGG19 / ResNet50V2/ DenseNet121 95.3 / 96.5 / 97.1 97.0 

10 MobileNetV2 / ResNet50V2/ DenseNet121 95.3 / 96.5 / 97.1 97.3 

11 VGG19 / MobileNetV2 / ResNet50V2 / DenseNet121 95.3 / 95.3 / 96.5 / 97.1 97.3 
 

 

4.3.2 Classification accuracy performance of the proposed method 

To verify the classification accuracy of the maneuver weapon system for the transfer learning-based 

feature fusion model proposed in this study, the performance of the traditional ensemble method was 

compared experimentally. First, for the proposed transfer learning-based feature fusion model, feature 

fusion was performed using the same two, three, and four heterogeneous models as in the existing 

ensemble method. Training was then performed by fine-tuning the hyper-parameters of a classifier 

composed of the newly added fully connected layers. Table 4 shows the test accuracy and accuracy 

ranking of the proposed transfer learning-based feature fusion model for the two-class maneuver weapon 

system dataset described in Section 4.1. 

As shown in Table 4, as the combination of the feature fusion model with the best performance, the 

model combining three heterogeneous models, MobileNetV2, ResNet50V2, and DenseNet121 (Model 

#10 in Table 4), exhibited 98.1% classification accuracy. In contrast, the feature fusion model with the 

lowest performance was a combination of VGG19 and MobileNetV2 (Model #1 in Table 4), confirming 

a classification accuracy of 96.5%. We can observe that the combination of feature fusion models 

including ResNet50V2 or DenseNet121 with excellent individual performance as Models #3 and #7, 

respectively, or feature fusion models including ResNet50V2 and DenseNet121 simultaneously as 

Models #9 and #10, show high overall test accuracy. In addition, as in Models #3, #7, and #9, VGG19, 

whose individual performance is relatively lower than that of the other models, affects the performance 

improvement in the feature fusion model. Finally, the classification accuracy of the feature fusion model 

for the three-model combinations is higher than that for the heterogeneous two-model combinations. 
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However, in the case of the feature fusion combination of four heterogeneous models in Model #11, the 

combination of multiple models did not necessarily have a significant effect on the improvement of the 

feature fusion performance, as it showed a lower accuracy performance compared to the feature fusion 

combinations using three heterogeneous models. 

 

Table 4. Test accuracy results for transfer learning-based feature fusion models according to 2, 3, and 4 

heterogeneous model combinations 

Model 

No. 
Feature fusion combination 

Test accuracy (%) 
Rank 

Each model 
Feature fusion 

model  

1 VGG19 / MobileNetV2 95.3 / 95.3 96.5 11 

2 VGG19 / ResNet50V2 95.3 / 96.5 97.5 6 

3 VGG19 / DenseNet121 95.3 / 97.1 97.8 3 

4 MobileNetV2 / ResNet50V2 95.3 / 96.5 97.5 6 

5 MobileNetV2 / DenseNet121 95.3 / 97.1 97.5 6 

6 ResNet50V2 / DenseNet121 96.5 / 97.1 97.8 3 

7 VGG19 / MobileNetV2 / ResNet50V2 95.3 / 95.3 / 96.5 98.0 2 

8 VGG19 / MobileNetV2 / DenseNet121 95.3 / 95.3 / 97.1 97.5 6 

9 VGG19 / ResNet50V2/ DenseNet121 95.3 / 96.5 / 97.1 97.8 3 

10 MobileNetV2 / ResNet50V2/ DenseNet121 95.3 / 96.5 / 97.1 98.1 1 

11 VGG19 / MobileNetV2 / ResNet50V2 / DenseNet121 95.3 / 95.3 / 96.5 / 97.1 97.3 10 

 

In this regard, from the results of Tables 3 and 4, the correlation between the number of feature maps 

and ensemble performance for feature fusion can be analyzed. When sorting in the order of high 

classification accuracy in the combination of exactly three heterogeneous models (shown in Table 1), the 

number of fused feature maps are ranked at the top in the order of Models #10, #7, and #9. Next, Model 

6, which ranks third in classification accuracy in Table 4, fused the second-largest number of feature 

maps in the case of a combination of two heterogeneous models. By contrast, in the case of Model #1, 

which has the lowest classification accuracy, the second-smallest feature maps were fused. In addition, 

it was confirmed that Model #8, which is a combination of the remaining three heterogeneous models, 

and Models #2 and #4, combinations of two heterogeneous models, were fused with a similar number of 

feature maps to obtain the same classification accuracy. However, the combination of four heterogeneous 

models (Model #11) showed relatively low classification accuracy despite the fusion of the largest 

number of feature maps. Similarly, among the two heterogeneous model combinations, Model #4 fused 

the most feature maps, but the classification accuracy was also low compared with the others. 

Exceptionally, it was observed that the combination of two heterogeneous models, as in Model #3, 

showed high classification accuracy, even though the smallest number of feature maps was fused. 

Therefore, according to previous experimental results, it was confirmed that the classification accuracy 

improved as the number of fused feature maps increased. This is because the role of feature fusion is to 

reflect and complement the diversity of the features extracted from different models. However, it was 

confirmed that the classification accuracy improvement was insufficient when too many feature maps 

were fused. 
 

4.3.3 Comparison of classification accuracy performance 

Table 5 compares the classification accuracy of the traditional ensemble combinations for two, three, 

and four heterogeneous models performed in Section 4.3.1 and that of the transfer learning-based feature 
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fusion model combination presented in this section. 

We can observe in Table 5 that the classification accuracy through the transfer learning-based feature 

fusion between the heterogeneous models proposed in this paper was improved by at least 0.2% to a 

maximum of 1.3% compared to the existing ensemble performance of two or three models. This is 

because, unlike the existing ensemble method, feature fusion specialized in the maneuver weapon system 

domain is reflected in transfer learning by concatenating the features between different heterogeneous 

models with each other and fine-tuning through the fully connected layer. 

 

Table 5. Comparison of accuracy performance between the existing ensemble technique and the transfer 

learning-based feature fusion technique 

Model 

No. 
Model combination 

Test accuracy (%) Variation 

(b – a) (%) Model Ensemblea Feature fusionb 

1 VGG19 / MobileNetV2 95.3 / 95.3 96.0 96.5 +0.5 

2 VGG19 / ResNet50V2 95.3 / 96.5 96.6 97.5 +0.9 

3 VGG19 / DenseNet121 95.3 / 97.1 96.5 97.8 +1.3 

4 MobileNetV2 / ResNet50V2 95.3 / 96.5 97.3 97.5 +0.2 

5 MobileNetV2 / DenseNet121 95.3 / 97.1 97.3 97.5 +0.2 

6 ResNet50V2 / DenseNet121 96.5 / 97.1 97.5 97.8 +0.3 

7 VGG19 / MobileNetV2 / ResNet50V2 95.3 / 95.3 / 96.5 97.3 98.0 +0.7 

8 VGG19 / MobileNetV2 / DenseNet121 95.3 / 95.3 / 97.1 97.3 97.5 +0.2 

9 VGG19 / ResNet50V2 / DenseNet121 95.3 / 96.5 / 97.1 97.0 97.8 +0.8 

10 MobileNetV2 / ResNet50V2 / 

DenseNet121 

95.3 / 96.5 / 97.1 97.3 98.1 +0.8 

11 VGG19 / MobileNetV2 / ResNet50V2 

/ DenseNet121

95.3 / 95.3 / 96.5/ 97.1 97.3 97.3 0 

 

By contrast, the existing ensemble method shows better performance on average with three hetero-

geneous models than with two heterogeneous models. However, in the case of the transfer learning-based 

feature fusion model, the accuracy performance is similarly leveled between the two heterogeneous 

model and the three heterogeneous model combinations. 

Next, in the case of the existing ensemble method, it can be confirmed that there is almost no ensemble 

effect with imbalanced models, in which the classification accuracy between the combined models differs 

by 1% or more, such as Models #2, #3, #4, and #5. Conversely, the transfer learning-based feature fusion 

model demonstrates that classification accuracy improvement is achievable even for the combinations of 

the imbalanced models. In addition, the combination of VGG19, ResNet50V2, and DenseNet121 among 

the feature fusion model combinations mainly affects the improvement of classification accuracy perfor-

mance. In general, it can be observed experimentally that the combination including MobileNetV2 has a 

relatively small performance improvement. 

Finally, as shown in Fig. 4, the transfer learning-based feature fusion model combination that showed 

the highest classification accuracy improvement compared with the existing ensemble method was the 

combination of VGG19 and DenseNet121, which improved the classification accuracy by 1.3% while 

overcoming the imbalance in each model performance. The combination that showed the best classifi-

cation accuracy among the transfer learning-based feature fusion models was that of three heterogeneous 

models, MobileNetV2, ResNet50V2, and DenseNet121, which recorded the highest classification 

accuracy of 98.1%. 
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Through the above results, it was confirmed for the transfer learning-based feature fusion model that 

the diversity of features fused from heterogeneous models rather than the combination between the num-

ber of heterogeneous models and models with excellent performance affects the performance improve-

ment of the classification accuracy of the maneuver weapon system. 

 

 
Fig. 4. Results of performance analysis between the ensemble method and the proposed transfer learning-

based feature fusion model. 

 

 

5. Conclusion 

It can be experimentally observed that the transfer learning-based feature fusion model proposed in 

this paper can overcome the limitations of the existing ensemble methods, such as excessive resource 

input to find the optimal combination of performance models and the relatively small performance 

improvement effect when ensemble of two performance-imbalanced models is implemented. In addition, 

when the same model combination as the previous ensemble method was applied to the proposed method, 

the performance improvement effect was confirmed to be superior to that of the existing ensemble 

method. Thus, it was confirmed that the transfer learning-based feature fusion model was more effective 

in classifying the maneuver weapon systems than the existing ensemble methods. 

In the near future, we plan to expand the performance analysis and validation of the proposed method 
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by applying the feature-fusion-based approach to a more diverse set of pre-trained models, in addition to 

the pre-trained models used in this paper. Next, Table 3 confirms that an imbalance in classification 

accuracy finally occurs due to the performance gap between heterogeneous models during transfer 

learning. As a result, it is difficult to achieve excellent performance through an ensemble that combines 

these models with imbalanced classification accuracy. However, for the proposed approach, it can be 

seen in Table 5 that better performance can be obtained despite the combination of heterogeneous models 

with imbalance in classification accuracy. This finding indicates that the proposed feature fusion model 

can effectively address the limitations of conventional ensemble methods, highlighting its potential to 

enhance performance in transfer learning applications. Therefore, we plan to conduct research on optimi-

zed and advanced ensemble approaches based on feature fusion to overcome performance degradation 

when combining heterogeneous models with classification accuracy imbalance. 

 

 

Acknowledgement 

This work was supported by the National Research Foundation of Korea (NRF) grant funded by the 

Korea government (MSIT) (No. RS-2022-00165225). 

 

 

References 

[1] S. K. Singh, J. Cha, T. W. Kim, and J. H. Park, “Machine learning based distributed big data analysis 

framework for next generation web in IoT,” Computer Science and Information Systems, vol. 18, no. 2, pp. 

597-618, 2021. https://doi.org/10.2298/CSIS200330012S 

[2] B. Li, X. Zheng, W. Guo, Y. Wang, R. Mao, X. Cheng, et al., “Radiation pneumonitis prediction using multi-

omics fusion based on a novel machine learning pipeline,” Human-centric Computing and Information 

Sciences, vol. 12, article no. 49, 2022. https://doi.org/10.22967/HCIS.2022.12.049 

[3] E. Kristiani, Y. T. Tsan, P. Y. Liu, N. Y. Yen, and C. T. Yang, “Binary and multi-class assessment of face mask 

classification on edge AI using CNN and transfer learning,” Human-centric Computing and Information 

Sciences, vol. 12, article no. 53, 2022. https://doi.org/10.22967/HCIS.2022.12.053 

[4] H. Lee, J. Kim, J. Yu, Y. Jeong, and S. Kim, “Multi-class classification using transfer learning based 

convolutional neural network,” Journal of Korean Institute of Intelligent Systems, vol. 28, no. 6, pp. 531-537, 

2018. https://doi.org/10.5391/jkiis.2018.28.6.531 

[5] Y. Kim, K. Yu, and J. Han, “Research for radar signal classification model using deep learning technique,” 

Journal of the Korea Institute of Military Science and Technology, vol. 22, no. 2, pp. 170-178, 2019. 

https://doi.org/10.9766/KIMST.2019.22.2.170 

[6] S. J. Hong, Y. G. Yi, J. W. Choi, J. Jo, and B. S. Seo, “Classification of Radar signals using machine learning 

techniques,” Journal of IKEEE, vol. 22, no. 1, pp. 162-167, 2018. https://doi.org/10.7471/ikeee.2018.22.1.162 

[7] H. Surrisyad and Wahyono, “A fast military object recognition using extreme learning approach on CNN,” 

International Journal of Advanced Computer Science and Applications, vol. 11, no. 12, pp. 210-220, 2020. 

https://doi.org/10.14569/ijacsa.2020.0111227 

[8] Stanford Vision Lab, “ImageNet overview,” 2020 [Online]. Available: https://image-net.org/about.php. 

[9] K. H. Kim and J. H. Bae, “Important parameter optimized flow-based transfer learning technique supporting 

heterogeneous teacher network based on deep learning,” Journal of the Korean Institute of Information 

Technology, vol. 18, no. 3, pp. 21-29, 2019. http://doi.org/10.14801/jkiit.2020.18.3.21 



Transfer Learning-Based Feature Fusion Model for Classification of Maneuver Weapon Systems 

 

686 | J Inf Process Syst, Vol.19, No.5, pp.673~687, October 2023 

[10] M. Jeong and J. Ma, “A study on the improvement of submarine detection based on mast images using an 

ensemble model of convolutional neural networks,” Journal of the Korea Institute of Military Science and 

Technology, vol. 23, no. 2, pp. 115-124, 2020. https://doi.org/10.9766/KIMST.2020.23.2.115 

[11] J. Y. Hwang, B. A. Choi, J. H. Lee, and J. H. Bae, “A study on transfer learning-based ensemble model for 

classification of maneuver weapon system,” Journal of the Korean Institute of Information Technology, vol. 

19, no. 12, pp. 1-10, 2021. http://doi.org/10.14801/jkiit.2021.19.12.1 

[12] R. O. Lane, A. J. Wragge, W. J. Holmes, S. J. Bertram, and T. Lamont-Smith, “Object detection in EO/IR and 

SAR images using low-SWAP hardware,” in Proceedings of 2021 Sensor Signal Processing for Defence 

Conference (SSPD), Edinburgh, UK, 2021, pp. 1-5. https://doi.org/10.1109/SSPD51364.2021.9541497 

[13] Z. Yang, W. Yu, P. Liang, H. Guo, L. Xia, F. Zhang, Y. Ma, and J. Ma, “Deep transfer learning for military 

object recognition under small training set condition,” Neural Computing and Applications, vol. 31, pp. 6469-

6478, 2019. https://doi.org/10.1007/s00521-018-3468-3 

[14] D. Legendre and J. Vankka, “Military vehicle recognition with different image machine learning techniques,” 

in Information and Software Technologies. Cham, Switzerland: Springer, 2020, pp. 220-242. https://doi.org/ 

10.1007/978-3-030-59506-7_19 

[15] T. Hiippala, “Recognizing military vehicles in social media images using deep learning,” in Proceedings 

of 2017 IEEE International Conference on Intelligence and Security Informatics (ISI), Beijing, China, 2017, 

pp. 60-65. https://doi.org/10.1109/ISI.2017.8004875 

[16] Y. Ouyang, X. Wang, R. Hu, H. Xu, and F. Shao, “Military vehicle object detection based on hierarchical 

feature representation and refined localization,” IEEE Access, vol. 10, pp. 99897-99908, 2022. https://doi. 

org/10.1109/ACCESS.2022.3207153 

[17] S. Chung and M. G. Chung, “Pedestrian classification using CNN's deep features and transfer learning,” 

Journal of Internet Computing and Services, vol. 20, no. 4, pp. 91-102, 2019. https://doi.org/10.7472/jksii. 

2019.20.4.91 

[18] K. Simonyan and A. Zisserman, “Very deep convolutional networks for large-scale image recognition,” in 

Proceedings of the 3rd International Conference on Learning Representations (ICLR), San Diego, CA, 2014, 

pp. 1-14. 

[19] M. Sandler, A. Howard, M. Zhu, A. Zhmoginov, and L. C. Chen, “MobileNetv2: inverted residuals and linear 

bottlenecks,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Salt Lake 

City, UT, 2018, pp. 4510-4520. https://doi.org/10.1109/CVPR.2018.00474 

[20] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image recognition,” in Proceedings of the 

IEEE Conference on Computer Vision and Pattern Recognition, Las Vegas, NV, 2016, pp. 770-778. 

https://doi.org/10.1109/CVPR.2016.90 

[21] G. Huang, Z. Liu, L. Van Der Maaten, and K. Q. Weinberger, “Densely connected convolutional networks,” 

in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Honolulu, HI, 2017, 

pp. 2261-2269. https://doi.org/10.1109/CVPR.2017.243 

[22] D. A. Clevert, T. Unterthiner, and S. Hochreiter, “Fast and accurate deep network learning by exponential 

linear units (ELUs),” in Proceedings of the 4th International Conference on Learning Representations, San 

Juan, Puerto Rico, 2016. 

[23] N. Srivastava, G. Hinton, A. Krizhevsky, I. Sutskever, and R. Salakhutdinov, “Dropout: a simple way to 

prevent neural networks from overfitting,” The Journal of Machine Learning Research, vol. 15, no. 1, pp. 

1929-1958, 2014. 

[24] D. P. Kingma and J. Ba, “Adam: a method for stochastic optimization,” in Proceedings of the 3rd Inter-

national Conference on Learning Representations (ICLR), San Diego, CA, 2015. 

[25] S. W. Park, J. C. Kim, and D. Y. Kim, “A study on classification performance analysis of convolutional neural 

network using ensemble learning algorithm,” Journal of Korea Multimedia Society, vol. 22, no. 6, pp. 665-

675, 2019. https://doi.org/10.9717/kmms.2019.22.6.665 

 

https://doi.org/10.1007/978-3-030-59506-7_19
https://doi.org/10.1007/978-3-030-59506-7_19
https://doi.org/10.1109/ACCESS.2022.3207153
https://doi.org/10.1109/ACCESS.2022.3207153
https://doi.org/10.7472/jksii.2019.20.4.91
https://doi.org/10.7472/jksii.2019.20.4.91


Jinyong Hwang, You-Rak Choi, Tae-Jin Park, and Ji-Hoon Bae 

 

J Inf Process Syst, Vol.19, No.5, pp.673~687, October 2023 | 687 

 

Jinyong Hwang  https://orcid.org/0000-0002-3094-7436  
He received the B.S. degree from the Department of Electronics and Telecommuni-

cations Engineering from Hannam University, Daejeon, Republic of Korea, in 2008, 

and the M.S. degree in electronics and telecommunications engineering from Chung-

nam National University, Daejeon, Republic of Korea, in 2011. Since March 2021, he 

has been with the Department of AI and Big Data Engineering from Daegu Catholic 

University as an M.S. candidate, and he joined the laboratory of the Artillery System 

Center, Hanwha Aerospace Corporation, Changwon, Republic of Korea, in 2019, 

where he is currently a senior researcher. His current research interests include deep 

learning, transfer learning, maneuver weapon systems, and digital hardware. 

 

 

You-Rak Choi  https://orcid.org/0000-0002-7868-257X  
He earned his bachelor’s and master’s degrees in Computer Science from Chungnam 

National University in 1991 and 1993, respectively. In 1993, he started working as a 

researcher at the Korea Atomic Energy Research Institute (KAERI) as an exception to 

military service. In 2022, he earned his Ph.D. from the Department of Computer 

Science and Engineering, Chungnam National University under the guidance of Prof. 

Hoon Choi. Since 2011, he has been working as a principal researcher at KAERI. His 

research interests are smart detection and diagnosis for safety-related devices in 

nuclear power, cloud technology, and artificial intelligence technology. 

 

 

Tae-Jin Park  https://orcid.org/0000-0001-9057-9201  
He earned a B.Sc. and M.Sc. in chemistry from Yonsei University in 1997 and 1999, 

respectively. After completing military service in 2001, he worked as a research 

scientist at the Korea Institute Science Technology (KIST). In 2007, he earned his 

Ph.D. in the Department of Chemistry at the State University of New York at Stony 

Brook under the supervision of Prof. Stanislaus S. Wong. After finishing a postdoctoral 

fellowship in NEAT ORU at University of California at Davis with Prof. Alexandra 

Navrotsky, he held the position, since 2011, of senior researcher at the Korea Atomic 

Energy Research Institute (KAERI). He is continuing his work at KAERI as principal 

researcher since 2017. His research interests include smart sensing and diagnosis for 

safety-related instrumentation in nuclear energy, safety in radwaste disposal, nano and 

materials sciences, thermochemistry of materials relevant to nuclear energy. 
 

 

Ji-Hoon Bae  https://orcid.org/0000-0002-0035-5261  
He received the B.S. degree in electronic engineering from Kyungpook National 

University, Daegu, Republic of Korea, in 2000, and the M.S. and Ph.D. degrees in 

electrical engineering from Pohang University of Science and Technology, Pohang, 

Gyeongbuk, Republic of Korea, in 2002 and 2016, respectively. From 2002 to 2019, 

he was a Principal Researcher with the Electronics and Telecommunications Research 

Institute, Daejeon, Republic of Korea. He joined the faculty of the Department of AI 

and Big Data Engineering, Daegu Catholic University, Gyeongsan, Republic of Korea 

in 2019, where he is currently an assistant professor. His research interests include 

deep learning, transfer learning, radar imaging, radar signal processing, and optimized 

techniques. He is a member of the Institute of Electrical and Electronics Engineers, the 

Korea Institute of Information Technology, and the Korea Institute of Electromagnetic 

Engineering and Science. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


