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Abstract 

Automated program repair techniques leveraging deep learning have shown remarkable performances in bug 

repair. These techniques commonly employ pre-trained neural machine translation (NMT) models to generate 

patches for a buggy part of the source code. However, when dealing with multiple buggy code chunks in various 

locations, current methods face challenges in effectively selecting and combining these patches for optimal 

repair. This paper identifies limitations within one of the existing methods used for optimizing patches related 

to multiple buggy code chunks and proposes an enhanced patch optimization technique to address these 

shortcomings. The primary aim of this study is to improve the process of selecting and combining patches 

generated for groups of buggy chunks. Through experiments conducted on a dataset, this paper demonstrates 

the efficacy of the proposed patch optimization technique, showcasing its potential to enhance the overall bug 

repair process. This study highlights the importance of patch optimization in bug repair by addressing 

limitations and enhancing the repair process. 
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1. Introduction 

Automated program repair (APR) has emerged as a pivotal area in software engineering, leveraging 

advanced techniques to identify and fix bugs in source code automatically. Learning-based approaches, 

particularly those utilizing neural machine translation (NMT) models, have demonstrated significant 

promise in this domain. These approaches often use deep-learning models to generate patches that amend 

one or several buggy sections of code. 

However, despite these advancements, current APR techniques face significant challenges when 

dealing with multiple buggy chunks spread across different parts of the code. Researchers have proposed 

different methods to address such types of bugs. For example, one of the first multi-chunk repair 

techniques, HERCULES [1], identifies similar buggy location siblings first and then applies a repair 

scheme to the identified siblings. However, it tried to fix the multi-chunk bugs where the buggy chunks 

require the same fix pattern. Next, Recoder [2] trained the NMT model using the abstract syntax tree 

(AST) of the buggy code to generate edit sequences in a specified form. CURE [3] applied ensemble 
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learning with several models and a code-aware strategy that contains valid-identifier-check and length-

control check tasks. Recently, some hybrid APR approaches have also been proposed, such as GAMMA 

[4] and RAP-Gen [5], which combine template-based and learning-based methods. SelfAPR [6] used 

self-supervised learning by generating the training samples from historical commits from the same buggy 

project. These techniques mainly focus on single-chunk or single-method bugs or do not provide 

information about the whole process of how they combine the subpatches in the case of multi-chunk bug 

fixing. However, to fix the multi-chunk bugs that spread throughout the program, APR techniques can 

fix the bugs by generating subpatches (the term “subpatch” in this paper indicates a candidate patch for 

some part of the buggy source code) per buggy chunk or group of buggy chunks. 

Therefore, after generating the subpatches per buggy chunk or group of buggy chunks, effectively 

constructing the final patches using these subpatches is important. 

One of the multi-chunk APR approaches was proposed by Kim and Lee [7], which is based on 

generating numerous candidate subpatches for a method-level group of buggy chunks using their buggy 

block preprocessing method and a fine-tuned CodeBERT [8], and combining them to make a set of final 

patches. However, the exponential increase in the patch space with the number of combinations makes it 

impractical to combine all the generated subpatches. Therefore, in [7], a patch optimization step was used 

to filter out some patches, rank, and combine a certain number of the most correct candidate subpatches. 

However, our observation shows that this optimization approach has some limitations, especially in the 

patch ranking and combination phases. These limitations notably decrease the overall program repair 

performance of the approach. 

In this paper, we propose our enhanced patch optimization method by briefly explaining the detected 

limitations and proposing our solutions for them. We conducted an experiment on Defects4j [9], one of 

the popular benchmark datasets among APR researchers, and the results demonstrated the effectiveness 

of our proposed improvements. 

The rest of the paper is organized as follows. Section 2 introduces background information on our 

study. In Section 3, we present our methodology, discussing the identified limitations and our proposed 

solutions. Section 4 outlines the experiments conducted and presents the results. Finally, we conclude the 

paper in Section 5. 

 

 

2. Background 

2.1 Bug Types 

 
 

(a) (b) 

Fig. 1. Examples of (a) a single-chunk bug and (b) a multi-chunk bug (“–“ and “+” indicate deleted and 

added lines). 
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Software bugs can be classified into single-chunk and multi-chunk bugs according to their complexity. 

A single-chunk bug refers to one or more consecutive buggy lines in a single place of the source code. In 

contrast, a multi-chunk bug contains two or more single-chunk bugs. Here a "buggy line" denotes a source 

code line that requires updating (changing some parts of the line), deletion (fully removing from the code) 

or insertion (adding some new lines before the line). Fig. 1 shows examples of both single-chunk and 

multi-chunk bugs. In Fig. 1(a), we can see a buggy method findMax, where the buggy lines “if 

(num<max) {” and “max=max” are located in a single place making a single buggy chunk. While, in Fig. 

1(b) shows two buggy chunks separated with a correct line “for (int num: arr) {”. 

 

2.2 Related Work 

Multi-chunk bugs are complicated because of several problems, such as interdependency, large patch 

space, etc. Different APR techniques use different approaches to fix multi-chunk bugs. For example, 

HERCULES [1] identifies similar buggy location siblings first and then applies a repair scheme for the 

identified sibling. However, it applies the same repair pattern for each location of the siblings, therefore 

it will have trouble when it encounters a multi-chunk bug that requires different repair patterns. CURE 

[3] applied ensemble learning with several models and code-aware strategy that contains valid-identifier-

check and length-control check tasks. It provides fixed multi-chunk bug results but does not provide its 

detailed patch optimization process. Recoder [2] applied AST to NMT to generate edit sequences in a 

specified form. And it used three encoders for three different purposes, such as learning AST of the buggy 

method, learning the edit sequences and an AST path. Recoder does not have a patch combination step 

and fixed a small number of multi-chunk bugs. Hybrid approaches GAMMA [12] and RAPGen [5] 

combined template-based and learning-based approaches. However, they are mainly focus on the single 

chunk repair and did not provide details when the multi-function repair where the generated patches 

should be combined. SelfAPR [6] trained the deep-learning model with the training data generated by 

perturbing the historical version of the same project that is under fix. However, it fixed only single-chunk 

bugs and could not fix the multi-location bugs. 

 

 

3. Methodology 

3.1 Overall Multi-Chunk Program Repair architecture 

Fig. 2 shows an overall multi-chunk program repair architecture of this study. The input is a buggy 

program that can have several buggy methods (BMs) and fields. First, BMs are determined and extracted 

with their related information. Then, buggy blocks are made using the buggy block preprocessing method 

[7] (�� is the number of buggy blocks). Each buggy block is a concatenation of the BM, its related 

context, and the bug marking tags (<bug></bug> is used to indicate buggy line, <context></context> is 

used to indicate context information, etc.). Then, in the fine-tuning stage, a model (i.e., CodeBERT [8]) 

is fine-tuned with a large dataset of buggy & fixed project pairs, where the made buggy block is a source 

and the fixed method (FM) is a label. In generation stage, the fine-tuned CodeBERT takes these the buggy 

blocks, which are made from the buggy program that is under test, and generates SP candidate subpatches 

for each of them (��(�, �) denotes the j-th candidate subpatch for i-th buggy block). Then, a patch 

optimization is applied to the generated subpatches through three steps: patch filtering, patch ranking, 
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and patch combination. After patch combination phase is finished, the created patches are evaluated. 

First, they are checked for compilability, then the compilable patches are checked for plausibleness using 

their test cases (a patch is called plausible if it passes all of the test cases), and for correctness by 

developers individually. 

 

3.2 An Enhanced Patch Optimization 

After generating a massive number of subpatches for each buggy block using the fine-tuned Code-

BERT, there is a need for a phase that selects the most likely correct ones and combines them. Patch 

optimization strategy used in [7] does this job in three steps: patch filtering to filter out clearly incorrect 

subpatches, patch ranking to rank the subpatches according to their suspiciousness of being correct, and 

patch combination to combine the certain number of them from the top (Fig. 2). 

 

 

Fig. 2. Overall architecture of multi-chunk program repair. 

 

3.2.1 Patch filtering 

This step is used to filter out unnecessary patches that are clearly not a correct patch. The work [7] 

filters out the patches that are duplicated (DP), have syntax errors (SE), or include termination code (i.e., 

System.exit), which are determined using a code parser library. 

However, after analyzing the patches generated by the fine-tuned model, we realized a significant 

number of patches that are created just by adding java standard stream codes (i.e., System.out, System.in 

and System.err). And these patches are often syntactically closer to the buggy code compared to a correct 

patch, which raises the probability of not using the correct patch in combination. In addition, these stream 

codes are mostly not used to fix the software bugs. Therefore, in this paper we add a new patch filtering 

rule to determine such patches and remove them to reduce patch space. First, we will count the numbers 

of standard inputs, outputs, and errors in a buggy code that we denote as Nin, Nout, and Nerr, respectively. 

Then we count the corresponding numbers in a patch. If any number in the patch is bigger than that of 

the buggy code, we remove the patch as it includes additional input, output, or error streams. 

Our model was fine-tuned with Java dataset since the target language of our study is Java. So, our 

heuristic was developed based on empirical observations from our specific context and Java language. 

However, it is expected that the proposed method is able to handle program bugs written in other 
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languages if we add filtering heuristic specific to the languages and fine-tune the model with datasets of 

the languages. 

 

3.2.2 Patch ranking 

After filtering out unnecessary patches, this step is used to rank remaining patches according to their 

probability of being correct. Since checking the correctness of subpatches using testcases is impossible, 

they are ranked according to their syntactic and semantic similarity with the buggy code. The work [1] 

applied weighted sum of two ranking measures: Action similarity and N-gram similarity (Eq. 1): 

 

���(��(�, �)) = 	 ∗ ����(��(�, �)) + 
 ∗ ������ (��(�, �)) (1) 

 

where ����  is an action similarity of ��(�, �); ������  is an n-gram similarity of ��(�, �); 	  and 
  are 

relative correction factors. 

Action similarity: Fig. 3(a) presents a buggy method, a developer provided patch and one of the 

correct candidate patches. The similarity considers the difference between the expected and performed 

number of actions, as a correct patch tends to minimally change its buggy code [10]. To determine the 

number of the expected actions, the work [7] takes “Repaired locations” from the developer-provided 

patch. At “Repaired locations,” it calculates the numbers of expected insertions that a location indicates 

"FAULT_OF_OMISSION" (���	
�� ) and the other update or deletion actions (���	
�) . Then, it 

calculates the numbers of performed insertions (����	�� ) and other actions (����	�) using an AST 

difference library. Finally, it calculates the overall similarity score by obtaining the minimum value 

between expected and performed actions, and penalizing the distance between them: 

 

���� = (������� + � × �������) / (������� + �������) (2) 
 

where, �������	 = ���
���	
�� ,����	�� + ���
���	
�,����	� ; �������	 = ����	
�� − ����	��� +

����	
� − ����	��; � is a penalty (0 < � < 1). 

However, our observations showed that the work has some issues with determining the repaired 

locations.  The first problem is related to divided locations. When the buggy location is divided into two 

parts and both parts were updated in the developer provided patch as locations 4 and 5 in Fig. 3, the work 

[7] considers this as two expected updates. However, even if a candidate patch fixes these buggy 

locations, the AST difference library returns a single performed update, and this difference causes the 

similarity score to drop. Moreover, according to Yang et al. [11], the developer patches in the benchmark 

datasets have many irrelevant changes. In Fig. 3(a), the return statement added before line 8 can be 

considered as irrelevant, because the second return statement added before line 9 is enough for the bug 

to be fixed and there is no need for another return statement. And these irrelevant changes cause a fake 

increase in the number of expected actions. 

The work [7] does not account for such cases. To solve the problems, we first determine the divided 

locations using a code formatter tool and consider them as a single location. Then, we determine irrelevant 

buggy locations using a dataset purification technique proposed in [11] and remove them from the 

"Repaired locations." The tables on the right side of Fig. 3(b) and Fig. 3(c) show values related to 

Repaired Locations#1 and Revised Repaired Locations#1 of our example, respectively. Due to the 

differentiation, ���	
��  and ���	
�  are not 2 and 2 as in Fig. 3(b), but 1 and 1 as in Fig. 3(c), 
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respectively. And ���1,1� has a higher action similarity using Revised Repaired Locations#1 instead of 

Repaired Locations#1. 

 

 
Fig. 3. The details of patch ranking improvements. (a) An example of buggy method, its developer-

provided patch and a correct candidate patch, (b) calculation of the similarity score before the revisions, 

(c) calculation of the similarity score after the revisions, RL = repaired location. 

 

N-gram similarity. The similarity considers the structure and syntax changes between a candidate 

patch and its buggy code because a correct patch has a similar structure and syntax compared to its buggy 

code [10]. The work [7] applied the Jaccard formula to the similarity. However, after analyzing some 

correct candidate patches, we observed that these patches are getting relatively low similarities because 

the formula uses the union denominator. Therefore, to solve the problem, we replaced the denominator 

of the equation to max to increase the score (Eq. 3): 
 

������ 	 |� ∩ | / ����|�|, ||�, (3) 
 

where, B and P are the sets of n-gram tokens from a buggy chunk and its candidate patch, respectively. 

By changing the n-gram similarity, we focus more on the modification bugs with smaller changes. In 

our example, ���1,1� has a higher n-gram similarity using the new denominator instead of the previous 

one (Fig. 3). 

 

3.2.3 Patch combination 

The final step is to select the top certain number of patches from each ranked set of candidate patches 

and combine them to build final patches. The work takes � candidate patches from each set and combines 

them, where � is calculated based on the number of buggy blocks and maximum number of combined 

patches using Eq. (4): 

 

� 	 ��� ��� | ��� � �, � � ��� (4) 
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where, �� is the number of buggy blocks; � is the maximum number of combined patches; �� is the 

number of generated patches for a buggy block. 

However, this combination approach has two problems. Firstly,  � is the same for all the candidate sets 

regardless of the complexity of their buggy blocks, which causes to take a relatively small number of 

subpatches for buggy blocks that have many buggy locations for combination. Secondly, if the number 

of buggy blocks increases, the number of the combined patches and � values decrease exponentially. For 

example, if the number of buggy blocks �� = 5 and the maximum number of combined patches � =

10000, then � = 6 and using it we can have 6� = 7776 combined patches which is 2224 less than 

desired number of combined patches. If the number of buggy blocks is increased by 1 and �� = 6, then 

� = 4 and we have 4� = 4096, which is not even half of the desired number of combined patches. 

To solve the first problem, we calculate separate � value for each candidate set according to the number 

of buggy locations in its buggy block using Eq. (5): 

 

�� = ��� �{� | ��� ≤
� × ������

����

∏ ������, � ≠ ���
���

, � ≤ ��}), (5) 

 

where, ������ is the number of buggy locations in �-th buggy block. 

Using this equation, we generate ������������ = ���, ��, … , ����, a list of � values for each candidate 

set and these � values change proportionally to the number of buggy locations in their buggy blocks. 

We can solve the second problem by incrementing some � values in ������������. However, as we 

have too many increment options, we use Algorithm 1 to find the most optimal one. 

 

Algorithm 1. Get optimal ����� 

 INPUT: 

�, ��	���	���, ������	�����, ��  

1 function getOptimalTopKs(�, ��, ������	�����, ��	���	���):  

2       �������� ← [] 

3       for each � from ������	����� do: 

4 

5 

6 

          ������� ← (∏ ������	�����(�))��
��� / �   // calculate a product of the other  � values 

           ��������������� ← []  

           �������� ← � 

7 

8 

          while ���� do: 

              add �������� to ��������������� 
9               if �������� ∗ ������� ≤ � then 

10 

11 

12 

13 

                   if �������� + 1 ≤ �� (� ∗ �����	���, !"�#(�� ∗ �/$%�(������	�����))) 

                        increment �������� 

                   else 

                        break 

14 

15 

              else 

                   break    

16           add ��������������� to �������� 
17      ���&�������� = makeCombinations(��������)  
18      '�	��������&�������� = filterCombinations(�, ���&��������) 

19      ���������&�������� = sortCombinations('�	��������&��������) 

20 return the first item of ���������&�������� 
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Algorithm 1 receives ������������  with some additional parameters and returns ����� , the most 

optimal � values. First, the algorithm generates a list of all applicable incremented values for each � 

value in ������������ using lines from 3 to 16. Next, we make combinations from the taken increments 

to consider all options. Here, applicability of each increment is determined using the line 9, which checks 

whether the number of combined patches does not exceed �, and line 10, which checks for an upper 

limit to prevent a memory related error. The memory error occurs when the number of buggy blocks is 

too large, and each block has a small number of buggy locations. For example, if the number of buggy 

blocks �� = 20 and each block has a single location, then the calculated � value is 1 for all the candidate 

sets  (i. e., ������������ = �1,1, … ,1�) and we can increment each � up to 10000 without the upper 

limit. So, the system will have to create 10000�� combinations which causes to raise the memory error. 

After obtaining the combinations, we exclude the combinations whose product of items (number of 

combined patches) exceed � using line 18. Next, we sort the left combinations according to the product 

and standard deviations (std) of items to return the combination with the maximum product and the 

minimum std values. We are taking the combination with minimum std value to avoid too small and too 

large values. The returned combination, which is �����, defines the number of subpatches that is taken 

from each candidate set. Using the obtained �����, we combine the subpatches and generate a list of 

final combined patches. Finally, the combined patches are checked for correctness. 

In this algorithm, we assess the complexity of the buggy method in a naive way according to the number 

of buggy locations. However, sometimes a bug with a single buggy location can be more difficult to fix 

than a bug with several buggy locations. In this scenario, the algorithm can take a smaller number of 

subpatches for a single location bug. If we had a better way to assess the complexity of bugs, the algorithm 

would perform better. 

 

 

4. Experiments 

4.1 Experiment Preparation 

We conducted an experiment using two datasets: Bugs2Fix [12] dataset was used for training and 

validation purposes when fine-tuning the CodeBERT and we evaluated the proposed improvements using 

Defects4J [9], which is a well-known benchmark dataset among researchers. The Bugs2Fix dataset is a 

large collection of Java buggy and fixed code pairs. It provides approximately 787k raw buggy and fixed 

source code pairs that were mined from GitHub bug-fix commits. Additionally, some of this source code 

was converted into buggy-fixed method pairs, which come in two versions: small, containing around 58k 

pairs, and large, containing 65k pairs. We used the raw buggy and fixed code pairs in our training data. 

There are two older and newer versions of Defects4J, and we used the first version, which has 6 

modules (Table 1). 

Program repair was performed under perfect fault localization using actual buggy lines provided by 

developers. Training and evaluation are performed on a 16-core server with Ubuntu 18.04 LTS, Docker 

environment, 512 GB RAM, one NVIDIA RTX A6000 GPU and two Intel Zeon Gold 6226R 2.9 GHz 

CPUs. JavaParser [13] and Spoon [14] libraries were used for extraction of buggy method and fields. 

Fault localization information was obtained using Gumtree [15] difference library from the training 

dataset. The CodeBERT was implemented using HuggingFace [16] and PyTorch [17]. The time-out per 
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bug was set to 5.5 hours. We implemented our work using Java 8 and 11, and Python 3.x programming 

languages. 
 

Table 1. Bugs in Defects4J 

Modules  Chart Closure Lang Math Mockito Time Total 

Number of bugs 26 131 65 106 38 27 393 

 

The most complex phases of our technique are the patch generation and patch optimization phases. The 

complexity of the patch generation is directly related to the CodeBERT and its parameters, and you can 

refer to [7] for more information. The complexity of our enhanced patch optimization can be calculated 

based on the complexity of the new patch combination step, which is: 
 

O( cn2  *  max(cn, max({k | ki  = 
M

∏ ��������� !"(#)��
��� ,   #$�

− ��� �!" #$%&(�)})) ). 
 

where ��� �!" #$%& is calculated using Eq. (5), and '� is the number of buggy blocks. 

('  %&' and ('  %&( in Eq. (2) were also detected using the Gumtree. 	, 
 in Eq. (1) and � in Eq. (2) 

were set to 0.5. �� was 500, � in Eq. (4) and Eq. (5) was set to 10,000 and )*" �$"�+, in Algorithm 1 

was set to 2. N-gram similarity was measured using tri-gram (3-gram). 

We compare our study with the work [7] and two other learning-based techniques: CURE [3] and 

Recoder [2]. We did not choose HERCULES [1] as our baseline, because it does not provide data for 

perfect fault localization. 

We released the enhanced patch optimization related source code and the generated patches publicly 

available in the following link: https://github.com/Aslan7197/enhancedPatchOptimization.git. To find 

the overall process, you can refer to [7]. 

 

4.2 Research Questions 

RQ1: How does the proposed approach perform against its baselines? 

RQ2: How do the proposed improvements contribute to performance? 

 

4.3 Experiment Results 

RQ1: How does the proposed approach perform against its baselines? 

 

Table 2 demonstrates the number of bugs fixed by our study and the other baselines in each module of 

Defects4J under perfect fault localization. As we can see in the table, the program repair technique 

including our enhanced patch optimization was able to fix a total of 79 bugs which is 14 more than the 

work [7] that uses simple patch optimization, 22 more than CURE, and 15 more than Recoder. Here, 18th 

bug of Math module was excluded from the fixed bugs of the work [7]. Because it did not check its 

encoding boundaries and was incorrect. 

Overall, our study outperformed the baselines on all the modules besides Chart and Closure, where the 

results were the same in Closure. We showed the highest improvement in Math module by repairing 7, 

11, and 12 more bugs than the work [7], CURE, and Recoder, respectively. Fig. 4 demonstrates a Venn 

diagram for Table 2, which shows the fixed bug ids by each baseline. Here, 7 unique bugs were fixed by 

only our study, where 5 bugs are multi-chunk including CL_6, L_20, M_43, M_62, and M_86. 
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Table 2. Comparison of the works  

Technique Chart Closure Lang Math Mockito Time Total 

Kim and Lee [7] 5 21 9 23 4 3 65 

CURE [3] 10 14 9 19 4 1 57 

Recoder [2] 10 21 10 18 2 3 64 

This work 6 21 12 30 6 4 79 

Numbers in bold indicate the largest number in the column. 

 

 
Fig. 4. Venn diagram for Table 2. C = Chart, CL = Closure, L = Lang, M = Math, MC = Mockito, T = Time. 

 

RQ2: How do the proposed improvements contribute to performance? 
 

To answer the question, we analyze the comparison results of our study with the work [7]. Overall, the 

program repair technique using our enhanced patch optimization phase was able to fix 14 more bugs than 

the work [7] that uses simple patch optimization (a relative improvement of 21.5%). Furthermore, we 

fixed 15 unique bugs, where 1, 3, 7, 2, and 1 additional bug in Chart, Lang, Math, Mockito, and Time 

modules, respectively. Among the uniquely fixed bugs, 8 bugs are multi-chunk bugs. 

By applying the new patch filtering rule, we removed another type of unnecessary subpatch that was 

causing issues in selecting the correct one. We also improved the patch ranking process, making it better 

at giving higher scores to the most accurate subpatches. Additionally, our updated patch combination 

method now considers the difficulty of each subpatch, leading to more accurate combinations. These 

improvements helped us fix more multi-chunk bugs. 

However, in the process of repairing additional multi-chunks, the program repair technique failed to 

fix some single-chunk bugs, including CL_70. The reason for this is related to the patch generation 

process, and specifically it can be related to the insufficient data in the training dataset for single-chunk 

bugs.  If we train the model with additional dataset for single-chunk bugs, we can expect better repair 

performance. 
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5. Conclusion 

In this paper, we propose an enhanced patch optimization technique to optimize the patches generated 

by a deep learning-based bug repair technique for buggy code with multi-chunk bugs. This approach 

makes several improvements to the work in [7], aiming to increase its performance and applicability. 

First, we added a new patch filtering rule to remove more unnecessary subpatches from the subpatch 

space. Then, we made improvements in the patch ranking phase to enhance its ranking quality. Finally, 

we proposed a new patch combination method to combine patches more effectively by considering the 

bug difficulty. We conducted an experiment on the Defects4J dataset and fixed a total of 79 bugs, 

showcasing a 21.5% relative improvement in overall program repair performance. Furthermore, we 

compared our study with two other related APR techniques and demonstrated its superiority. 

However, our study failed to fix certain types of single-chunk bugs that were fixed by the other baseline 

techniques. One of the main reasons for this was the insufficient fix patterns in the training dataset. If we 

train the model with additional datasets for more varied bugs, including single-chunk bugs, we can expect 

better performance. Furthermore, another main problem of our study is the token limitation of 

CodeBERT. If the number of tokens in a buggy block or a generated candidate subpatch exceeds the 

token limit of the model, CodeBERT generates incomplete subpatches, even if it converts the buggy 

chunks into fixed ones. If we find an effective way to resolve the token limit problem of the model, we 

can expect a significant increase in the number of fixed bugs. Finally, we used a heuristic approach by 

counting the buggy lines to determine the complexity of the bug in the patch combination phase. 

Therefore, in the future, we plan to focus on expanding the training dataset to encompass a broader range 

of bug types, developing a solution for the model's token limit problem, and finding a more effective 

measure to determine the complexity of the buggy method, as well as improving other aspects of the 

program repair architecture. 
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