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Abstract—Traffic classification is an essential task for network management. Many 
researchers have paid attention to initial sub-flow features based classifiers for traffic 
classification. However, the existing classifiers cannot classify traffic effectively in mobile 
IP networks. The classifiers depend on initial sub-flows, but they cannot always capture 
the sub-flows at a point of attachment for a variety of elements because of seamless 
mobility. Thus the ideal classifier should be capable of traffic classification based on not 
only initial sub-flows but also various types of sub-flows. In this paper, we propose a 
classifiable sub-flow selection method to realize the ideal classifier. The experimental 
results are so far promising for this research direction, even though they are derived from 
a reduced set of general applications and under relatively simplifying assumptions. 
Altogether, the significant contribution is indicating the feasibility of the ideal classifier by 
selecting not only initial sub-flows but also transition sub-flows. 
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1. INTRODUCTION 

Rapid progress of wireless communication technologies has opened new possibilities to 
achieve mobile IP networks, and they are one of the most sought-after networks of the next gen-
eration. The mobile IP networks are composed of a variety of elements (e.g. nodes and net-
works), and they are capable of seamless mobility. The key benefit of seamless mobility is that 
existing connections are maintained even though the elements change their points of attachment 
to the Internet. Thus users can be seamlessly provided with services irrespective of their move-
ment. 

To manage the point of attachment for a variety of elements in mobile IP networks, traffic 
classification is an essential task. The aim of traffic classification is to associate observed traffic 
with a specific application, and the classification results are used for profiling network usage 
and controlling the traffic under institutional policies (e.g. filtering, shaping, and priority rout-
ing). 

Most of the classical classifiers involve direct inspection of each packet’s header [1] and/or 
payload [2, 3]. Thus effectiveness of these classifiers has diminished. Header-based classifiers 
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rely on well-known ports defined by IANA [4], but they cannot classify traffic of new applica-
tions that use either non-native port numbers or encapsulated packets. Payload-based classifiers 
rely on application specific signatures in the payloads, but they have the following problems: (1) 
Heavy operational costs, such as regular updates for tracking minor changes in an application’s 
packet payload formats, are imposed upon administrators; (2) High computational costs, which 
are necessary for decoding every packet’s payload traversing networks; (3) Ability of third par-
ties to lawfully inspect packet’s payloads has been constrained by government privacy regula-
tions. 

The above-mentioned limitations in the classical classifiers have motivated many researchers 
to use initial sub-flow features for the traffic classification [5, 6]. An initial sub-flow means ini-
tial N consecutive packets taken from a communication between two elements, and the features 
are statistical patterns, such as packet size, packet inter-arrival time, and packet order, in exter-
nally observable packets composing the flow. Initial sub-flow features based classifiers associate 
observed traffic per flow with a specific application by Machine Learning (ML) algorithms, and 
consequently traffic classification is achieved without direct inspection of each packet’s header 
and/or payload. 

However, these classifiers cannot classify traffic effectively in mobile IP networks. The clas-
sifiers depend on initial sub-flows, but they cannot always capture the sub-flows at the point of 
attachment for a variety of elements to the Internet because of seamless mobility. Although a 
few classifiers have been used to solve the problems, they have reached only cursory traffic 
classification (i.e. bulk traffic, high-bitrate and low-bitrate real-time traffic) [7] and extremely 
limited traffic classification (i.e. UDP-based game traffic and others) [8, 9] without initial sub-
flows. Thus the ideal classifier should be capable of traffic classification based on not only ini-
tial sub-flows but also various types of sub-flows. 

In this paper, we mainly focus on attainments of the ideal classifier to manage the point of at-
tachment in mobile IP networks. We define application behaviors, and analyze the sub-flow 
features in consideration of the application behaviors. On the basis of the analytical results, we 
propose a classifiable sub-flow selection method, and the method selects transition sub-flows by 
the generation of a data packet sequence. We evaluate effectiveness of the proposed method 
through experiments on real traffic traces collected at an edge network in the Internet, and the 
experimental results are so far promising for this research direction, even though they are de-
rived from a reduced set of general applications and under relatively simplifying assumptions. 
Altogether, the significant contribution is indicating the feasibility of the ideal classifier by se-
lecting not only initial sub-flows but also transition sub-flows. 

The remainder of this paper is organized as follows: In Section 2, we discuss related works 
and their limitations in mobile IP networks. In Section 3, we describe datasets of traffic traces 
used in analyses and evaluations. We propose a sub-flow selection method based on the analyti-
cal results in Section 4, and design our classifier in Section 5. Then we evaluate the accuracy of 
our classifier in Section 6. Finally, we conclude this paper in Section 7 with a summary of both 
contributions and future works. 

 
 

2. RELATED WORKS 
In this section, we describe concepts of mobile IP network and flow features based classifiers. 
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According to the background, we discuss limitations of the existing classifiers. 
 

2.1 Mobile IP Network 

In traditional IP networks, when a node moved from one network to another network, all the 
connections would have to be restarted. To overcome this problem, concepts of mobile IP net-
works have been proposed. The mobile IP network is defined as a network composed of a vari-
ety of elements, which are capable of seamless mobility, meaning, communications without 
interruption caused by their movements. The elements are not only nodes (e.g. computers and 
mobile phones) but also networks (e.g. personal mobile networks and vehicle networks). 

Mobile IPv6 (MIP) [10] and Network Mobility (NEMO) [11] have been considered funda-
mental technologies to achieve mobile IP networks. The key benefit of these technologies is that 
the existing connections are maintained even though the element changes the point of attach-
ment to the Internet. MIP and NEMO have similar mechanisms except that MIP provides nodes 
mobility whereas NEMO provides network mobility. For this reason, we describe MIP in detail 
here. 

Figure 1 shows a Mobile Node (MN) which is moving from Network A to Network B and 
communicating with the Correspondent Node (CN) in MIP. The MN has two types of addresses: 
one is a permanent fixed address, called the “Home Address” (HoA), and the other is a tempo-
rary address called the “Care of Address” (CoA). HoAs are assigned to the MN from the Home 
Agent (HA) in the Home Network (HN), that is, the network to which the MN is originally at-
tached. 

In the communication between the MN and CN, all the messages must pass through the HA. 
When the CN communicates with the MN, it sends the packets to the MN’s HoA. In the HN, the 
HA detects those packets. If the MN doesn’t exist in the HN, the HA encapsulates the packets 
and sends them through a tunnel (i.e. IP-in-IP tunnel) to the MN’s CoA. When the MN commu-
nicates with the CN, the process is reversed: the MN sends the encapsulated packets through a 
tunnel to the HA, which de-encapsulates them and sends them to the CN. 

 
Fig. 1.  Communication between two nodes in Mobile IPv6 (MIP) 



  
A Classifiable Sub-Flow Selection Method for Traffic Classification in Mobile IP Networks 

  

310 

2.2 Flow Features based Traffic Classifiers 

In the explanation of flow features based classifiers, we should define the following three 
terms relating to flow: 

 
‧full-flow — a bi-directional flow captured over its entire lifetime, from the establishment 

to the finish of the communication between two elements with the same five-tuple, i.e. the 
source and destination IP addresses, port numbers and protocol number; 

‧sub-flow — N consecutive packets taken from a full-flow; 
‧initial sub-flow — initial N consecutive packets from the point where communication was 

established. 
 
Figure 2 illustrates an overview of a general flow features based classifier, and the classifier 

consists of two phases: a training phase and a classification phase. 
The training phase includes sub-flow selection function, flow features calculation function, 

and training function. First, the sub-flow selection function extracts all initial sub-flows from a 
training dataset which contains traffic traces of only target applications. Next, the flow features 
calculation function calculates features (e.g. packet size, packet inter-arrival time, and packet 
order) from each initial sub-flow, and represents them numerically. Finally, the training function 
derives the classifier model from the features of all initial sub-flows by ML algorithms. 

In the classification phase, the flow features calculation function calculates the features of an 
initial sub-flow from new traffic, and feeds the classification function with them. The classifica-
tion function compares the flow features with the classifier model, and outputs the classification 
results which define the new traffic to be deemed a member of a specific target application. 

 

 
 

2.3 Related Works and Their Limitations 

Recently there have been many different works in the field of traffic classification [12], and 
the majority of them present classifiers based on initial sub-flow features [5, 6]. The motivation 
for using the initial sub-flow features depends on two observations: (1) Different applications 
typically have distinct features of the sub-flow which contains packets of a negotiation process; 
(2) The sub-flow can be captured as soon as a communication begins between two nodes. For 
these reasons, traffic classification is achieved without direct inspection of each packet’s header 
and/or payload under the certain time limitations. 

 

 
Fig. 2.  Overview of a general flow features based classifier 
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Most published works assume that the initial sub-flow is captured and available for traffic 
classification. However, this assumption is not accepted in mobile IP networks because of seam-
less mobility. In cases involving a changing point of attachment caused by movement of an ele-
ment within a communication, the classifiers begin to capture the flow at a point in time when 
the flow is already in progress. As a result, they cannot capture the initial sub-flow. In a few 
works, classifiers have been used to solve these problems, and they have reached cursory traffic 
classification (i.e. bulk traffic, high-bitrate and low-bitrate real-time traffic) [7] and extremely 
limited traffic classification (i.e. a UDP-based game traffic and others) [8, 9] without initial sub-
flows. Although they attain some positive results, the results cannot be precise enough to allow 
both fine-grained traffic control and detailed network usage profiles. Thus the ideal classifier 
should be capable of traffic classification based on not only initial sub-flows but also various 
types of sub-flows. 

 
 

3. DESCRIPTION OF TRAFFIC TRACES 
In this section, we describe datasets of traffic traces used in the analyses of Section 4 and 

evaluations in Section 6. 
We collected traffic traces at a traditional IP network. However, any full-flow included in the 

traces was configured to be treated as a flow in mobile IP networks by removing initial M pack-
ets from it. We used these traffic traces instead of those from an actual practical mobile IP net-
work for the following two reasons: (1) There were no practical mobile IP networks available 
for our measurements at the time of experimentation; (2) Although it is possible to construct a 
pint-sized mobile IP network, it would be impractical in capturing an adequate amount of traffic 
in the network. 

Table 1 presents a summary of the two datasets (i.e. T1 and T2) both of which consist of traf-
fic traces collected at the same observation point. Specifically, we installed a high speed moni-
toring box [13] to capture traffic through the observation point, and the point was connected to 
the Internet with a full-duplex Gigabit Ethernet. The datasets T1 and T2 were traffic traces ob-
served over one month from April 1 UTC 2007 and one month from June 1 UTC 2007, respec-
tively. 

To establish a reference point in analyses and evaluations, we firstly extracted all full-flows 
with the same five-tuple from each dataset. Secondly, the full-flows were investigated by both 
well-known port number and deep packet inspection tool, and then they were given correspond-
ing application labels (i.e. HTTP, SMTP, POP3, IMAP, and OTHERS) according to our deci-
sion about target applications. Finally, we removed all TCP control packets (i.e. SYN, FIN, or 

Table 1.  Summary of two datasets 

 T1 T2 
Application Flows Volume Flow Volume 
HTTP 78635 1.5GB 88207 1.7GB 
SMTP 102349 150MB 90802 120MB 
POP3 34454 95MB 20740 80MB 
IMAP 20560 70MB 17004 85MB 
OTHERS 216680 2.5GB 310080 3.0GB 
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ACK with no data) from the datasets because exchanges of these packets were application-
independent. 

 
 

4. ANALYSIS AND PROPOSAL 
In this section, we define transition sub-flows in consideration of application behaviors, and 

analyze the effectiveness of their sub-flow features for traffic classification. On the basis of the 
analytical results, we propose a sub-flow selection method, and describe details of the method. 

 
4.1 Definition of Application Behaviors and Transition Sub-Flows 

An application can be expressible as a finite state machine driven by an event. A transition is 
a state change triggered by a particular input event. Each application starts from an initial state, 
and accepts various events as instructions of transition. Whenever the application accepts the 
event, it changes to the next state and executes actions associated with the transition. We define 
these states as application behaviors, and the relationships among applications and their behav-
iors are depicted in Table 2. 

To realize the ideal classifier, we assume the effectiveness of a transition sub-flow, which is 
defined as; N consecutive packets taken from a transition point of application behavior. The 
rationale behind the possibility of the ideal classifier is the following. An application behavior 
consists of two or more packets, and the packets are categorized into two types: “control” and 
“data”. The former packet is pre-defined as a specific message in each application, and the latter 
packet is a fragment of user-requested data such as a web page and/or mail body. The features of 
transition sub-flows have the ability to distinguish each application, because the sub-flow con-
tains sequence exchanging control packets. 

 

 
 

4.2 Analysis of Sub-Flow Features 

To verify our assumptions described in Section 4.1, we consider the following three types of 
sub-flows and investigate their features: 
‧all sub-flows — all sub-flows taken from a flow; 
‧transition sub-flows — each sub-flow including the transition point of application behavior; 
‧data sub-flows — each sub-flow composed of data packets only. 
 
To employ features, i.e. packet order, packet size, and packet direction, a sub-flow x com-

posed of N packets is represented as a N-dimensional vector: x = (s1(x), s2(x), …, sn(x), …, sN(x)). 
The absolute value of sn(x) denotes the payload size of the n-th packet in the sub-flow x and the 
sign of sn(x) represents the direction of the n-th packet (i.e. sn(x) is positive for upload packet 
and negative for download packet). 

Table 2.  Relationships among applications and their behaviors 

Application Application Behaviors 
HTTP get, post, Java Applet/Active X 
SMTP authentication, send e-mail 
IMAP handle e-mail and directory 
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To investigate the features of the three types of sub-flows, we took sub-flows (N = 5) from ten 
full-flows of each application in T1, and made a set of sub-flows for each type. Figure 3 shows 
the features of the three types of sub-flows. In Figure 3, for each type of sub-flow set, the two 
most significant components were determined by PCA (Principal Component Analysis) [14], 
and their values were plotted on a scatter chart. 

Figure 3(a) shows the scatter chart of all sub-flows. In this chart, the sub-flows of each appli-
cation form a cluster; however, these clusters mostly overlap each other. These results tell us 
that a classifier trained on features of all sub-flows may have trouble to classify the observed 
traffic in a specific application, thus an appropriate sub-flow selection is indispensable for mak-
ing effective classifiers. Figure 3(b) shows the scatter chart of transition sub-flows. In this chart, 
the sub-flows of each application also form a cluster; furthermore, their overlaps are smaller as 
compared to Figure 3(a). It illustrates that appropriate selection of the sub-flow can remove un-
classifiable sub-flows from all sub-flows. These results motivate us to select the transition sub-
flow for traffic classification. Figure 3(c) shows the scatter chart of data sub-flows. In this chart, 
the sub-flows form only two clusters caused by the sub-flow directions. These results indicate 
that the features of data sub-flows do not depend on the type of application. 

 
4.3 Analysis of Application Behaviors and These Features 

We analyzed the full-flows of several applications, and clarified the relation between features 
and behaviors in consideration of sequence number. In order to analyze them, we adopted visu-
alization techniques described in literature [15]. 

Figure 4 shows full-flow features with application behaviors in HTTP and IMAP (due to 
space limitations, we omit the results of other applications). Each packet is represented by a 
point in two dimensions, where the X-coordinate corresponds to the sequence number of a pack-
et, and the Y-coordinate represents the packet size and the direction. Positive Y values indicate 
packets of upload direction, and negative values of Y indicate packets of download direction. In 
either case, the magnitude of the Y-coordinate gives the packet’s size in bytes. For example a 
point at (10, -500) means that a packet of download direction and 500 bytes in length, arrived 
10-th after the start of the flow. Furthermore the arrows indicate the transition points of applica-
tion behavior in Figure 4. Their labels denote the following behaviors: 1(A), 1(B), 1(C), and 
1(D) are “get web-data”; 2(A) is “authentication”, 2(B) is “display mailbox’s list”, 2(C) is “se-
lect mailbox”, and 2(D) and 2(E) mean to “fetch e-mail”. 

 

   
(a) all sub-flows             (b) transition sub-flows              (c) data sub-flows 

 
Fig. 3.  Three types of sub-flow features 
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The figures illustrate that the transition point of an application behavior appears before and af-
ter the sequence transmitting data packets and the sequence is composed of transmitting uni-
directional consecutive packets. Furthermore, the transition point appears many times during the 
lifetime of a full-flow. Consequently, the transition sub-flows can be captured, even when the 
full-flow is already in progress. 

 
4.4 Sub-Flow Selection Method 

We propose a classifiable sub-flow selection method, and the method solves the critical prob-
lem of how to select transition sub-flows for traffic classification in mobile IP networks. The 
idea being brought forward in this research is to select the transition sub-flows, which are frag-
ments of user-requested data in each application, by the generation of a data packet sequence. 
For this idea, we rely upon the following solid foundational understandings obtained from the 
analytical results in Section 4.2 and Section 4.3: (1) Transition sub-flow appears before and after 
the sequence transmitting data packets; (2) Features of data sub-flow have similarity among 
different applications because these features depend on the directions only; (3) Transition point 
of application behavior appears many times during the lifetime of a full-flow. 

The method detects the start point and end point (i.e. two transition points) of a data packet 
sequence which is composed of transmitting uni-directional consecutive packets. Then transition 
sub-flows are selected by extracting N consecutive packets from the detected points. 

 
 

5. DESIGN OF OUR CLASSIFIER 
We build the transition sub-flow selection function based on the proposed method, and use 

this function as the sub-flow selection function in Figure 2. One of the advantages of the pro-
posed method is that the functions of the existing classifiers can be reused, thus other functions 
(i.e. flow features calculation, training, and classification) are implemented by reference to a 
literature [16]. In this section, we describe the details of these functions. 

 
5.1 Sub-Flow Selection 

On the basis of the proposed method, the sub-flow selection function detects transition points, 

   

(a) HTTP                                  (b) IMAP 
 

Fig. 4.  Flow features with application behaviors in each application 
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and selects transition sub-flows. 
First, the function detects the start and end points of a data packet sequence and the points are 

considered as the transition points. According to the analytical results in Section 4.3, we simply 
define a data packet sequence as transmitting uni-directional Tnum consecutive packets. The de-
tection process is described in Algorithm 1, where di(x) is the direction of the i-th packet in a 
flow x. The algorithm investigates packets through a full-flow xfull, and detects the transition 
points (i.e. the start point ptstart and end point ptend). 

Next, for each detected point, the function selects a sub-flow composed of N consecutive 
packets: for each start point ptstart, from the (ptstart - N + 1)-th to ptstart-th packets are extracted as 
a sub-flow, and for each end point ptend, from the ptend-th to (ptend + N - 1)-th packets are ex-
tracted as a sub-flow. The selection process is described in Algorithm 2, where pi(x) is the i-th 
packet in a flow x. 

Finally, the function outputs the selected sub-flows as the transition sub-flows, and the results 
are fed into the next function. 

 
5.2 Flow Features Calculation 

The flow features calculation function decides and calculates features of the sub-flow for nu-
merical representation. Literature [17] introduces 249 available flow features to indicate fine-
grained differences; however using the entirety of features is not always necessary. Since most 
of the features don’t influence the accuracy of traffic classification, we should decide on some 
efficient features by abandoning the irrelevant and redundant ones. In Section 4.2, the analytical 
results show the possibility for traffic classification with a high degree of accuracy. Thus our 
classifier utilizes three features (i.e. packet order, packet size, and packet direction) and their 
numerical representations. 

Algorithm 1.  Transition Points Detection 

1: input :  x full,  ptnow  

2:  

3: i  ←  ptnow  

4: j  ←  ptnow  

5: while  di(x full )  =  d j+1(x full )  do 

6: j  ←  j +1 

7: end while  

8:  

9: if  j − i  ≥  Tnum  then 

10: ptstart  ←  i  

11: ptend  ←  j  

12: output :  ptstart,  ptend  

13: end if  
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5.3 Training in Machine Learning 

Depending on the representation, the training function derives classifier model for classifica-
tion in machine learning. To measure a similarity between two sub-flows xi and xj, we use the 
classical metric, that is, euclidean distance: dist. (xi, xj) = || xi - xj ||2, where || x ||2 means the 2-
norm of vector x. In order to extract common application behaviors in the N-dimentional space, 
we relied on the hierarchical clustering algorithm [18], because it is difficult to know the number 
of application behaviors beforehand. The algorithm aggregates sub-flows when similarity be-
tween sub-flow and cluster is less than threshold Tclass. As a clustering result, an individual clus-
ter corresponds to each application behavior. Ultimately, the function outputs a classifier model 
composed of the centroid of the cluster and the application label corresponding to it. 

Algorithm 2.  Sub-Flow Selection 

1: input :  x full ,  pt  

2:  

3: i  ←  pt  

4: if  di(x full )  ≠  di+1(x full )  then  

5: for  j = 0  to  N −1 do  

6: if  di+1(x full )  ≠  di+ j+1(x full )  then  

7: p j+1(xsub )  ←  pi+ j (x full )  

8: else 

9: break  

10: end if  

11: end for  

12: output :  xsub  

13: else if  di(x full )  ≠  di−1(x full )  then 

14: for  j = 0  to  N −1 do  

15: if  di− j (x full )  ≠  di− j−1(x full )  then  

16: pN − j (xsub )  ←  pi− j (x full ) 

17: else 

18: break  

19: end if  

20: end for  

21: output :  xsub  

22: end if  
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5.4 Classification in Machine Learning 

The classification function associates sub-flow of new traffic with a specific application label 
by comparing classifier model, and outputs the classification results which define the new traffic 
to be deemed a member of a specific target application. 

First of all, the function searches the classifier model to find the best fit for the sub-flow, and 
then selects which application is the most likely for the sub-flow given the set of target applica-
tions. At last, the function associates new traffic with a specific application. The classification 
results are used for profiling network usage and controlling the traffic under institutional poli-
cies (e.g. filtering, shaping, and priority routing), automatically. 

 
 

6. EVALUATIONS 
In this section, we evaluate the effectiveness of our proposed method through the experiments 

on the two datasets depicted in Section 3. 
 

6.1 Accuracy Metrics 

Three types of flows were obtained as the experimental results: correctly classified flows, 
misclassified flows, and unclassified flows. An unclassified flow means that it could not be clas-
sified by our classifier because no transition sub-flow could be selected from it. To evaluate the 
accuracy of our classifier, we employed three metrics: 

true ratio — the ratio of correctly classified flows to all flows in each application; 
false ratio — the ratio of misclassified flows to all flows in each application; 
unclassified ratio — the ratio of unclassified flows to all flows in each application. 
 

6.2 Methodology 

We employed two datasets, i.e. T1 and T2, depicted in Table 1. The dataset T1 was used as a 
“training dataset” for creating classifier models, and the dataset T2 was used as a “testing data-
set” for assessing the validity of our classifier. Our classifier relied on the Ward Clustering Al-
gorithm [19]. This algorithm requires several conditional parameters: The number of packets in 
a sub-flow was N = 5; the two thresholds were Tnum = 2 and Tclass = 1000. 

To evaluate the effectiveness of the proposed method for traffic classification in mobile IP 
networks, we carried out the following three steps: (1) We trained our classifier with 10000 
samples which were initial and transition sub-flows of each target application (i.e. HTTP, SMTP, 
POP3, and IMAP) randomly chosen from a training dataset; (2) Our classifier classified all 
flows taken from the testing dataset into each target application, and then output the classifica-
tion results; (3) The accuracy metrics were calculated from the classification results in consid-
eration of missed packets caused by seamless mobility. 

 
6.3 Discussion 

The experimental results are shown graphically in Figure 5, where the X-coordinate corre-
sponds to the number of initial packets removed from each flow in the testing dataset, and the Y-
coordinate represents the accuracy metrics (i.e. true ratio, false ratio, and unclassified ratio). The 
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number of removed initial packets was varied from 0 to 100 in all flows for each chart. 
The true ratio of HTTP depicted in Figure 5(a) shows excellent results when the flow is cap-

tured from the beginning, but the true ratio rapidly drops below 0.2 if our classifier misses more 
than the first few packets. This decrease in the true ratio was caused by the increase in the un-
classified flows. Our classifier selected only a transition sub-flow taken from the beginning 
point of a flow because many flows consist of only one application behavior. However, note that 
the results indicated a high degree of true ratio when our classifier could select the transition 
sub-flows taken from a flow in progress. Thus the proposed method is effective even though it is 
necessary to consider flows other than the transition sub-flows. 

On the other hand, true ratios of the other target applications (i.e. SMTP, POP3, and IMAP) 
stay more than 0.8 (i.e. Figure 5(b), 5(c), and 5(d)) until the number of removed packets has 
increased beyond the early period of each flow. The results imply that our classifier does not 
have adequate ability enough to achieve practicable traffic classification. These errors were at-
tributed to a shortage in training for rare application behaviors, that is, a mixture of dominant 
application behaviors and rare ones. Thus these errors can be reduced two ways: (1) We cali-
brate sub-flows chosen from the training dataset for the achievement of the uniform distribution 
among these application behaviors; (2) Our classifier adopts more intellectual ML algorithms for 
the function of training and classification. 

It is worth noting that we decided on several conditional parameters (i.e. N = 5, Tnum = 2, and 
Tclass = 1000) through trial and error. Depending on the particular application, we were trying to 

   

(a) HTTP                                (b) SMTP 
 

   

(c) POP3                                 (d) IMAP 
 

Fig. 5.  Accuracy metrics of our classifier 
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classify, there would be a trade-off between keeping N low for timely classification and reduced 
memory consumption and keeping N high for acceptable accuracy. Other parameters similarly 
influenced many functions in our classifier. Accordingly, characterizing parameters is a subject 
for our future works. 

The above-mentioned results are so far promising for our research direction, even though they 
were derived from a reduced set of applications and under relatively simplifying assumptions. 
Altogether, the significant contribution is indicating the feasibility of the ideal classifier by se-
lecting not only initial sub-flows but also transition sub-flows. Consequently, we believe that the 
proposed method could have a profound effect on traffic classification in mobile IP networks. 

 
 

7. CONCLUSIONS 
In this paper, we have proposed a classifiable sub-flow selection method for the realization of 

the ideal classifier. Our experimental results so far have been promising for this research direc-
tion, even when they were derived from a reduced set of general applications and under rela-
tively simplifying assumptions. 

In future work, we will experiment in classifying traffic of various types of applications. On 
the basis of those experimental results, we intend to improve the sub-flow selection method re-
peatedly with the ultimate goal of being able to classify traffic of all types of applications in 
mobile IP networks. 
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