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Abstract—In Facial Expression Recognition Systems (FERS), only particular regions of 
the face are utilized for discrimination. The areas of the eyes, eyebrows, nose, and mouth 
are the most important features in any FERS. Applying facial features descriptors such as 
the local binary pattern (LBP) on such areas results in an effective and efficient FERS. In 
this paper, we propose an automatic facial expression recognition system.  Unlike other 
systems, it detects and extracts the informative and discriminant regions of the face (i.e., 
eyes, nose, and mouth areas) using Haar-feature based cascade classifiers and these 
region-based features are stored into separate image files as a preprocessing step. Then, 
LBP is applied to these image files for facial texture representation and a feature-vector 
per subject is obtained by concatenating the resulting LBP histograms of the decomposed 
region-based features. The one-vs.-rest SVM, which is a popular multi-classification 
method, is employed with the Radial Basis Function (RBF) for facial expression 
classification. Experimental results show that this approach yields good performance for 
both frontal and near-frontal facial images in terms of accuracy and time complexity. 
Cohn-Kanade and JAFFE, which are benchmark facial expression datasets, are used to 
evaluate this approach. 

 

Keywords—Facial Expression Recognition (FER), Facial Features Detection, Facial 
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1. INTRODUCTION 

Facial expressions are considered to be an important and natural way to enrich human-to-
human interactions and they add more meaning to human communication. The first step of facial 
expression analysis goes back to the early 1970s when Ekman and Friesen [1] defined and cate-
gorized the human emotions that can be displayed by the face into six basic expressions, which 
are referred to as happiness, sadness, surprise, fear, anger, and disgust. All of which are univer-
sally distinguishable irrespective of the diversity of the human race, ethnicity, or culture. More-
over, they developed the Facial Action Coding System (FACS), which describes human face 
behaviors and it codes the facial expressions based on the movements of the face muscles. These 
codes are called action units (AUs). FACS and these six prototypic expressions form the corner-
stone and a de-facto standard in facial expression analysis and recognition research. They have 
also become widely used by most of the researchers in these areas.  
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A study done by Mehrabian [2] reported that facial expressions play a crucial role in under-
standing the verbal messages in human-to-human interactions and that they contribute to 55% of 
understanding social communication, while verbal and vocal components contribute to 7% and 
38%, respectively. In other words, facial expressions deliver information more than spoken 
words of importance.  

The real start of automatic facial expression recognition systems was launched in the early 
1990s. At the time, computing power had rapidly become cheaper and widely available. Face 
detection and tracking research, which are required for FERS [3], had already made significant 
progress. Since the early 1990s, FERS have attracted many researchers from several disciplines, 
such as the fields of robotics, psychology, and computer vision. Furthermore, it has gained in-
creasingly potential applications in areas such as human-computer interaction systems, image 
retrieval, face modeling, patient monitoring systems (e.g., for pain and depression detection), 
face animation, and so forth. 

Although facial expression recognition has been active over the last two decades and substan-
tial advancements have been made with it that have yielded promising results, it is still challeng-
ing and far from being satisfactory in terms of speed and accuracy due to the richness, complexi-
ty, and variability of human face expressions [4]. 

In this paper, we present a region-based approach for automatic facial expression recognition 
in still images using extracted region-based features, which represent the most prominent facial 
features with important and discriminant information. The proposed approach involves two main 
tasks. The first is to detect and extract the regions of interest of facial features using boosted 
cascade classifiers with building a cascade classifier to detect the closed/open mouth region, 
particularly in scared and surprised facial images. Then, the second task is applying LBP as a 
face descriptor to these extracted region-based feature images to produce an effective feature 
vector, which in is turn used as input for the one-vs.-all SVM classifier to finish the facial ex-
pression recognition.  

The main focus of this work is to propose an approach that is suitable to work in real facial 
expression recognition scenarios by obtaining a balance between the speed and accuracy re-
quired in such scenarios. The rest of this paper is structured as follows: In Section 2, an over-
view of some related works is presented. In Section 3 the automatic facial expression recogni-
tion system is described in combination with its main components. Finally, the conclusion is 
drawn in Section 4.  

 
 

2. RELATED WORKS 

Over the last two decades, intensive research has been conducted to develop more robust per-
son-independent facial expression recognition systems that work in real-time and in difficult 
scenarios with lighting changes, facial makeup, different ages and races, low resolution images, 
and facial occlusions. Gabor filters are optimally used for orientation and frequency localization 
and have been utilized in many computer vision applications, including image processing and 
facial expression recognition. Barlette et al. [5] developed an automatic real-time facial actions 
recognition system. The system was based on video sequences from spontaneous and posed 
databases in which 20 action units are tracked and classified using Gabor filters for features ex-
traction and a combination of SVM and AdaBoost classifiers for classification.  
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Additionally, Giorgana [6] presented a fully automatic FERS to recognize the emotions of joy, 
surprise, sadness, and neutrality by utilizing Gabor filters for feature extraction and AdaBoost 
for feature selection. A recognition rate of 87.14% has been reported using the one-vs.-one sup-
port vector machine (SVM) and Error-Correcting Output Codes (ECOC) with normalized face 
images that are 96 x 96 in size.  

Ryan et al. [7] used Constrained Local Models (CLMs) to extract and represent facial features, 
and support vector machines (SVMs) to classify expressions. In this work, CLM has been prov-
en to be more robust against occlusions and appearance changes in comparison to active appear-
ance models (AAMs). In [8], Lu et al. proposed the pixel-pattern-based texture feature (PPBTF) 
as a new method for feature representation. It us insensitive to illumination and is less time con-
suming to use. In Lu’s method, AdaBoost and SVM are used for enhancing the discrimination 
and classification respectively, and an average recognition rate of 92.26% has been stated.  

Higher-order local autocorrelation (HLAC) has been successfully applied to face recognition 
[9, 10] and to gesture recognition [11] due to its robustness in object translation and it is also 
computationally inexpensive. In this context, Lajevardi et al. [12] employed HLAC and HLAC-
like features (HLACLF) for feature extraction and the Naive Bayesian classifier for classifica-
tion. A more than 93% classification accuracy has been reported with Cohen-Kanade and 
JAFFE databases.  

Feng et al. (2005) proposed an approach for facial expression recognition in which the local 
binary pattern (LBP) is employed as a facial expression descriptor and where linear program-
ming (LP) is used for facial expression classification. A 93.8% facial expression recognition rate 
has been reported using the JAFEE dataset. However, this approach has not been evaluated on a 
large database.  

A comprehensive study conducted by Shan et al. (2009) proved the superiority of LBP and of 
boosting LBP in the facial expression recognition area with several classifiers (e.g., SVM, LDA, 
and LP), as well as with using low-resolution facial images and compressed video sequences. 
Zhao & Zhang (2011) proposed LBP for facial expression representation and kernel discrimi-
nant isometric mapping (KDIsomap) for producing the low-dimensional discriminant embedded 
data representations from the extracted LBP features. The best accuracies of 94.88% and 81.59% 
are achieved on the Cohn-Kanade and JAFEE databases, respectively. Due to its computation 
cost and its sensitivity to noise, Isomap is not a choice for facial expression recognition in real 
systems. 

As a conclusion of the literature listed above, the most critical factor in facial expression 
recognition systems is the way that the informative and discriminative facial features that change 
with the different facial expressions are extracted and represented.  

 
 

3. SYSTEM DESCRIPTION 

Generally, automatic FERS involves the following three main steps: face detection, features 
extraction and representation, and facial expression classification. Fig.1 depicts our basic system 
structure. 
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3.1 Facial expression datasets 

The experiments are conducted on the two standard facial expression databases (the so-called 
Cohen-Kanade [13] and JAFFE [Japanese Female Facial Expression] [14] databases). A brief 
description of those two databases is shown in Table 1. It should be noted that the test images 
are different from the training images as they cover the intensity of each expression of the six 
main facial expressions. 

 

 
 
3.2 Automatic face detection 

Face detection is the prior step, not only for facial expression tracking and recognition, but al-
so for many human-computer interaction systems, such as face gender and age recognition. The 
more accurate the face detection is, the better the recognition performance is. Although a lot of 
research has been conducted in the object and face detection area, Viola and Jones’ [15] cascade 
classifier, which is based on Haar-like features, is the most commonly used technique for face 

Table 1.  A Brief Description of the Databases that were Used 

 Cohn-Kanade Database JAFFE Database 

Number of Subjects 100 10 

Number of Expressions 23 facial displays 
7  
(6 basic facial expressions + 1 neutral) 

Type of Expression Posed and spontaneous Posed 

Race 
Caucasian + African-American  
+ Asian and Latino 

Japanese  

Gender Female (69%) + Male (31%) Female 

Samples per Expression 
Not all subjects perform all the basic 
expressions 

2,3, or 4 

Total Number 
Approximately 2,000 image 
sequences 

213 

Number of Images for  
Training 

424 173 

Number of Images for  
Testing 

120 40 

 

Fig. 1.  The basic structure of the facial expression recognition system 
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detection, particularly in real-world applications. This is due to its simplicity and robustness. 
Several extensions and developments have been made to the Viola-Jones approach [16-19].  

In this work, OpenCV implementation of the Viola-Jones algorithm [20] is used with updates 
for face detection. The face detection rate was above 90% and faces are automatically detected 
and rescaled to 120 × 120 pixels. Additionally, automatic eye detection is employed for the 
elimination of false alarms. 

 
3.3 Facial features detection and extraction  

Detecting and describing the discriminative facial features are crucial for many applications in 
computer vision. Cascade classifiers based on Haar-like features are used with OpenCV to de-
tect and extract the most important and discriminative facial features that are needed for facial 
expression classification. These features (e.g., eyes, eyebrows, nose, and mouth) are automati-
cally detected and their regions are extracted and stored in separate image files. The aim is to get 
rid of all unnecessary extrinsic areas of face space and to make the computation more suitable 
for real-life applications.  

 
3.3.1 Open-mouth classifier  
As far as we know, no classifier in literature has been developed that is able to detect open 

mouths precisely, in particular for surprised and scared face images. Therefore, the open-mouth 
cascade classifier was developed based on Haar-like features to detect open mouths in such cas-
es, as well as for detecting closed mouths. The OpenCV library is utilized to build, train, test, 
and evaluate a new open-mouth classifier.  

Regarding the size of the training set, Lienhart et al. [21] proposed 5,000 positive and 3,000 
negative images as a training set whereas Viola & Jones [22] trained their classifier using 5,000 
faces and 1,0000 non-faces that were randomly selected from non-face images. Similarly, 
Lefkovits [23] generally analyzed the performance of cascade classifiers and argued that 5,000 
face images would be enough for the training of face detectors but there is no optimal number 
for backgrounds (i.e., negative images). He used 3,000 positive images and 27,000 negative 
ones for face detector training.  

In this study, 5,000 positive images derived from 1,000 original open and closed mouths were 
cropped from Cohen-Kenade, JAFFE, and BU_3DFE [24] databases with the following parame-
ters: 

 
 Random rotation = ± 10 degrees 
 Random scaling = ± 10 % 
 Random mirroring and shifting up to ± 1 pixel  
 
Besides the positive images, 3,000 negative images (backgrounds) were collected from the 

web. These images included non-facial images and facial-regions but did not contain any 
mouths. Fig. 2 shows some samples of these positive (e.g., open and closed mouths) and nega-
tive images (facial and non facial images). The training process with 20 cascade stages takes two 
days on an Intel Pentium 4 3.0GHz with 2GB memory machine. The performance of the trained 
open-mouth classifier is illustrated in Table 2.  

“Hits” represents the number of correctly detected open mouths, “Missed” represents the 
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number of false negatives (i.e., missed detections) where the object (open mouth) is there but the 
detector failed to detect it, and “False” represents the number of false positives where the detec-
tor alerted that an object exists but there is actually no object.  

The scanning window size is set to 24×24, which is used in most cascade classifiers in real-
time object detection. Indeed these small scanned windows generate a large number of features 
and hence the idea of boosting (e.g., AdaBoost) is used to select the most appropriate features. 
Boosting algorithms combine a set of weak learners into one powerful strong classifier. In fact, 
selecting the training parameters of cascade classifiers is considered a challenge since there is no 
optimal scheme to choose these parameters.  

The open-mouth classifier is built with 20 stages and each stage of the cascade eliminates 50% 
of the false positives, which means that 50% of the negative samples are eliminated in the early 
stages of the cascading process. Table 3 shows the detection rate of the proposed classifier in the 
last five stages whereas Fig. 3 illustrates the ROC curves of classification on the Cohn-Kanade 
database where the performance of two open-mouth classifiers was built in 10 stages and in 20 
stages.  

Furthermore, a comparison was conducted on the same facial images to compare the perfor-
mance of the proposed open-mouth classifier to the mouth classifier that was developed by 
Castrillon-Santana et al. [25], which is publicly available [26]. The output of both classifiers is 

 
(a) 

 
(b) 

Fig. 2.  Samples of positive (a) and negative (b) samples 
 

Table 2.  The Performance of the Proposed Open-Mouth Cascade Classifier 

 Hits Missed False 

Total 828 172 131 

Number of stages 20 

Number of weak classifiers 82 
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illustrated in Fig. 4.  
It is obvious that the borders of the detected open mouth are not well fitted to the open mouth 

region, as shown in Fig. 4, because facial expressions are posed and are extreme simulations of 
spontaneous ones.  

 
3.4 Facial feature representation 

Facial feature representation and classifier design are the most vital aspects in FERS. Facial 
feature representation can be accomplished by using either geometric-based methods or appear-
ance-based methods. On one hand, geometric based methods deal with the shape and location of 

 

Fig. 3.  The ROC of the trained classifier with different numbers of stages 
 
 

Table 3.  The Detection Rate of the Proposed Classifier 

Stage no. 16 17 18 19 20 

Hit rate 91.4 90 93.2 92.2 93 

 
 

 

Fig. 4.  Open-mouth detection performance with Castrillon-Santana’s classifier (upper) and the proposed 
cascade classifier (lower) 
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the prominent facial components, such as the eyes, mouth, nose, and eyebrows. Those facial 
features reflect the visual variations caused by the different expressions. On the other hand, ap-
pearance based methods deal with the image filters, such as LBP and Gabor wavelets, which 
apply to the whole face or part of it, to generate the feature vector. 

 
3.4.1 Local Binary Patterns (LBP) 
In this work, LBP is employed as a texture descriptor. Ojala et al. [27] first described LBP. 

Due to its resilience against illumination changes, computational simplicity, and discrimination 
performance, LBP has been used in many studies in different areas where texture analysis is 
required. A recent survey [28] presents a number of variations and extensions to the LBP texture 
operator along with their applications. In short, the LBP operator labels every pixel in the region 
of interest by thresholding the 3 × 3 neighborhood with the center pixel value. An 8-digit binary 
number is given and converted into its equivalent decimal, as shown in Fig. 5. 

For each pixel p(x,y), the LBP code is calculated as follows: 
 

 LBP୔,ୖ ൌ ෍Sሺ

୔ିଵ

୔ୀ଴

g୔ െ gେሻ2୔ 
 

(1) 
 

 
Where:  
 P denotes the sampling points (circular neighborhood pixels). 
 g୔, gେ denote the gray value of the sampling and center pixels. 

 Sሺxሻ ൌ 	 ቄ 1	x ൒ 0
0	otherwise

	                                                     (2) 

  
The LBP operator was improved to deal with various size of neighborhoods and to avoid the 

limitation of the 3 × 3 neighborhood of the original LBP operator. Ojala et al. [29] presented an 
extension of the original LBP operator by using uniform patterns and they empirically proved 
that uniform patterns represent the majority of image patterns (around 90%) when using the (8,1) 
neighborhood and 70% with the (16,2) neighborhood. A Local Binary Pattern is labeled as being 
“uniform” when there are no more than 2 bitwise transitions of 0 to 1 or vice versa. For example, 
the patterns 00000000 (0 transition), 11110000 (1 transition), and 11100111(2 transitions) are 
uniform and patterns like 00110011 (3 transitions) and 10010010 (5 transitions) are not.  

In this paper, uniform patterns are employed to extract the LBP code for each pixel of region-
based images and 58 output labels are produced for 8 sampling-point neighborhoods (pሻ ac-
cording to uniform LBP mapping ሺpଶ െ p ൅ 2ሻ. Once the LBP operator labels the image, a his-
togram of the labeled image f୪ሺx, yሻ is computed as follows: 

 

Fig. 5.  The original LBP operator 
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௜ܪ  ൌ෍ܫሼ ௟݂ሺݔ, ሻݕ
ି

௫,௬

ൌ ݅ሽ; ݅ ൌ 0,… , ݊ െ 1  
 

(3) 
 

 
where n indicates the number of different labels produced by the LBP operator, which is 58 
herein, and:  
 

ሽܣሼܫ  ൌ ൜
1, ܣ ݏ݅ ݁ݑݎݐ
0, ݏ݅	ܣ ݁ݏ݈݂ܽ  

 
(4) 

 
 
The resultant histogram gives information about the distribution of the local micro-patterns, 

such as the edges, spots, and flat areas over the whole image. 
 
3.5. Facial expression recognition  

3.5.1 Multi-class SVMs 
Prior to applying the SVM, data scaling is advisable to improve classification. Many ad-

vantages of data scaling, such as preventing the attributes of high numeric ranges from dominat-
ing those of low numeric ranges and avoiding the complexity of calculations, which are reported 
in [3]. Data is scaled in both training and testing datasets into the range [0, 1].  

Mainly, SVM, which is a state-of-the-art multiclass method, has been developed for binary 
classification (two classes). However, SVM is utilized for multi-class classification by combin-
ing several binary SVMs and by constructing a multi-class SVM. A One-vs.-rest SVM, which is 
also referred to as one-against-all SVM classifier, was adopted in this work. It is the most com-
mon technique used for multi classification in which one SVM is built for each class and trained 
to discriminate the examples in a single class from those in the rest of classes. One-vs.-rest SVM 
performance is empirically approved as compared with other multi classification techniques, 
such as the one-vs.-one SVM [30]. The public machine learning library, Spider [31], is utilized 
to implement the one-vs.-rest SVM for multi classification with the Radial Basis Function (RBF) 
kernel and the 10-fold cross validation.  

 
3.5.2 Experiments and discussion  
The region-based features of the eyes and eyebrows, nose, and mouth are extracted and sepa-

rated into three independent images. The areas around those discriminative features are ignored, 
as shown in Fig. 6. In fact, we try to answer the question, “Can one facial feature (e.g., eyes, 
eyebrows, nose, or mouth) or a combination of such features be informative enough for facial 
expression discrimination?” 

In histogram-based methods, partially overlapping regions can be found and they do not affect 
the overall performance of facial expression recognition systems.  

Five experiments were conducted to investigate the facial expression recognition performance 
across a different combination of region-based feature images. In the first experiment, the pro-
posed approach was run on all region-based feature images in which the LBP operator is applied 
to the eyes and eyebrows, nose, and mouth region-based images. Then, LBP histograms were 
concatenated to form the so-called feature vector, which is stored in a single row (i.e., a single 
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row per face subject) in the feature-data file. The constructed feature-data file forms the training 
data. For testing, the same steps are applied on the tested input image to generate the single row 
testing data file. Afterwards, the one-against-rest SVM technique is employed for classifying 
with the radial basis function (RBF) kernel. The one-against-rest SVM takes the training data 
along with the class labels and the testing data as input. The classification results are shown in 
Table 4 with the Cohn-Kanade database. It is obvious that neutral and surprised faces are recog-
nized with a high accuracy, whereas expressions of sadness and fear are less recognizable.  

The best facial expre ssion recognition rate of 90% was achieved with only 0.38 seconds be-
ing consumed for each image on a standard PC (Pentium 4 3.0GHz, 2GB RAM) in a Matlab 
(R2011a) environment when using the Cohn-Kanade database. Using the JAFFE database, the 
expressions of fear, sadness, and anger showed a low recognition rate compared to the expres-
sions of neutral, joy, and surprise, as illustrated in Table 5.  

In the second experiment and for comparison purposes, a general approach that is adopted by 
some researchers in the facial expression recognition field [4, 32-35] was implemented. With 
this approach the detected face is divided into small regions of 6 × 6 blocks, as shown in Fig. 7, 
and then a single feature vector is generated by concatenating the extracted LBPs histograms. 

 

Fig. 6.  Cropped face with the detection of the main features and the features are extracted into
separate images 

Table 4.  The Confusion Matrix of Facial Expression Recognition Using the One-vs.-Rest SVM  
and the RBF Kernel Based on the Cohn-Kanade Database 

 Neutral 
% 

Joy 
% 

Sadness 
% 

Surprise 
% 

Anger 
% 

Fear 
% 

Disgust 
% 

Neutral 85.5 3.4 7 0 2.1 0.6 1.4 

Happiness 6.2 83.7 4.4 2.2 1.4 2.1 0 

Sadness 7.8 3 77 0 3.5 5.6 3.1 

Surprise 1.2 3.7 0 90 2 3.1 0 

Anger 9 0 2.3 0 81.2 4.2 3.3 

Fear 2.3 3.2 4.4 12 0 78.1 0 

Disgust  0 3.4 3.8 0 3 5.8 84 

 
 

Table 5.  Recognition Rate of Facial Expression Recognition Using the One-vs.-Rest SVM and  
the RBF Kernel Based on the JAFFE Database 

 Neutral Joy Sadness Surprise Anger Fear Disgust 

Recognition rates 
(%) 

87 85.3 72.2 84 71 70 76 
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After that, the SVM is employed for classification. The results are illustrated in Table 6.  
The results clearly indicate that applying the LBP operator to region-based feature images of-

fers better recognition performance than when applying the LBP operator to the entire face re-
gion, even with a weighting scheme. Fig. 8 shows the performance of both our method and the 
general method in a visual way. Although the accuracy of the proposed approach is slightly bet-
ter than the one obtained by the so-called “general approach,” the time complexity, which is a 
big concern in real applications, has been reduced to some extent. 

In the third experiment, the LBP operator is applied to region-based feature images but only 
the images of the eyes plus the eyebrows, and of the mouth were used. The feature vector was 
composed and the classification results are shown in Table 7. Similarly, in the fourth experiment, 
the LBP operator is applied to images of the eyes plus the eyebrows, and of the nose. The results 
of classification are illustrated in Table 8. It is obvious that the regions of the eyes plus the eye-
brows, and the mouth are important and that they are the most discriminant facial features.  

In the last experiment, the LBP operator is applied to mouth and nose region-based images. It 
is observed that these two features solely give a poor recognition rate of facial expressions. Ta-
ble 9 shows the classification of facial expressions using these two features. From the last three 
experiments, the areas of the eyes and the eyebrows, and the mouth have been shown to have a 

 

Fig. 7.  Applying LBPs to all regions of the detected face 
 
 

Table 6.  Recognition Rates of Facial Expressions Using the General Approach Based on the  
Cohn-Kanade Database 

 Neutral Joy Sadness Surprise Anger Fear Disgust 

Recognition rates 
(%) 

84 81.3 75 87.4 79 80 85 

 

 

 

Fig. 8.  The performance of our method and the general method 
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good discriminative ability for different facial expressions.  
 
3.5.3 Cross Validation (CV) 
Assessing the generalization performance of learning methods with unknown test data is criti-

cal and important in practical applications, since it guides the choice of the learning method and 
gives a measure of quality for the selected method [36]. K-fold cross validation is the simplest 
and most commonly used technique for measuring the prediction accuracy and generalization 
performance in many computer vision and machine learning applications and to also prevent the 
problem of overfitting. With this technique the data set is partitioned into approximately equal k 
subsets. In each round, one subset is used as a test set while all the other k-1 subsets are used for 
training so that all of the examples in the dataset are eventually used for both training and testing, 
as show in Fig. 9. Then the average error across all k folds is computed: 

 

 E ൌ
1
݇
෍Ei

௞

௜ୀଵ

 
 

(5) 
 

 
where Ei denotes the estimated error of the ith fold. 

In this work, 10-fold cross validation (k=10) is adopted to ensure both the efficiency and ef-
fectiveness of this technique. Table 10 shows the cross validation (CV) accuracy for the one-vs.-
rest SVM as compared to the k-Nearest Neighbor (kNN) on 300 images of Cohn-Kanade data-
base.  

 
 

Table 7.  Recognition Rates of Facial Expressions Using Only Images of the Eyes + Eyebrows, 
and Mouth as Features, Based on the Cohn-Kanade Database 

 Neutral Joy Sadness Surprise Anger Fear Disgust 

Recognition rates 
(%) 

60 58 53.2 65 45 48 42 

 
 

Table 8.  Recognition Rates of Facial Expressions Using Only Images of the Eyes + Eyebrows, 
and Nose as Features, Based on the Cohn-Kanade Database 

 Neutral Joy Sadness Surprise Anger Fear Disgust 

Recognition rates 
(%) 

45 42 40.2 36.5 32.7 34 38 

 
 

Table 9.  Recognition Rates of Facial Expressions Using Only Images of the Mouth and Nose as 
Features, Based on the Cohn-Kanade Database 

 Neutral Joy Sadness Surprise Anger Fear Disgust 

Recognition rates 
(%) 

42 39.2 34 40 35 32.8 33 
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4. CONCLUSION AND FUTURE WORK 

Using local features based methods to represent facial images has been achieving promising 
results and attracting many researchers in the computer vision community recently. Since most 
of the developed methods of facial expression recognition are not being further investigated in 
real environments, this paper proposed an approach to provide the best possible tradeoff be-
tween accuracy and computational cost in identifying facial expressions under real scenarios. 
The proposed approach achieved 90% accuracy with a low computational cost (0.38s per image).  

In short, this approach detects and extracts the main facial features regions (i.e., the regions of 
the eyes, eyebrows, nose, and mouth) from a detected cropped face using the boosted cascade 
classifiers. These region-based features are stored into separated images and all unnecessary 
surrounding areas are cancelled.  

Since no precise open-mouth detector has been reported in literature and since an open mouth 
is an important discriminate feature in fear and surprise facial expressions, an open-mouth clas-
sifier was built and evaluated to detect open mouths with more precision in such expressions. 
Applying LBPs to the entire face manifold would significantly increase the amount of time and 
the required storage. So in this paper, LBP as a texture descriptor was applied only to the sepa-
rated region-based feature images and the extracted histograms were concatenated into a feature 
vector to represent the facial texture of each face image with an expression.  

For classification, the one-vs.-rest SVM was adopted with RBF since this technique is more 
reasonable for automatic multi classification systems. The results of the experiments showed 
that the proposed approach provides a better recognition rate in comparison to applying the LBP 
operator to the whole face region. Additional experiments showed that eyes plus the eyebrows, 
and the mouth are the most discriminative features for facial expression classification, while the 
other surrounding extrinsic areas of the face can be removed to reduce the time complexity in 
real-world facial expression recognition systems.  

In summation, a new approach was introduced for FER based on the fusion of results from a 

 

Fig. 9.  Visualization of 10-k cross validation 
 
 

Table 10.  The Cross Validation (CV) Accuracy for the One-vs.-Rest SVM and kNN 

Classifier Parameters Average CV Error Recognition Rate 

One-vs.-rest SVM rbf = 5 0.2219 77.81 

kNN 
rbf = 5 , k=3 0.23781 76.21 

rbf = 5 , k=5 0.2235 77.65 
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set of separated region-based feature images that have been represented by LBP and that were 
independently matched by multiclass SVM. 
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