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Abstract—In this paper, we propose a method for predicting a user’s location based on their past movement patterns. There is no restriction on the length of past movement patterns when using this method to predict the current location. For this purpose, a modified search tree has been devised. The search tree is constructed in an effective manner while it additionally learns the movement patterns of a user one by one. In fact, the time complexity of the learning process for a movement pattern is linear. In this process, the search tree expands to take into consideration more details about the movement patterns when a pattern that conflicts with an existing trained pattern is found. In this manner, the search tree is trained to make an exact matching, as needed, for location prediction.

In the experiments, the results showed that this method is highly accurate in comparison with more complex and sophisticated methods. Also, the accuracy deviation of users of this method is significantly lower than for any other methods. This means that this method is highly stable for the variations of behavioral patterns as compared to any other method. Finally, 1.47 locations were considered on average for making a prediction with this method. This shows that the prediction process is very efficient.
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1. INTRODUCTION

Context-aware systems recognize an individual's situation, and react to it accordingly. Such systems can promote and mediate one user’s interactions with devices, computers, and other people. There are many kinds of context-aware applications such as proximate selection, automatic contextual reconfiguration, contextual information and commands, and context-triggered actions [1]. And the LBS (Location-Based Service) is a typical and important application area of the context-awareness. The possibility of a location-based context aware service is shown in [2].

The acquisition of location information is the most basic and vital function in the implementation of the LBS. The acquisition of location information can be divided into the two problems of location tracking and location prediction.

The problem with location tracking is tracing the current position of a moving object or having a person to maintain the LBS [3]. There are two approaches for this problem. One is to periodically obtain location information using location measuring devices such as a GPS...
receiver or an active badge [4]. And the other is to estimate the current position of the extension of the direction of movement from the previous position assuming that the location does not change drastically [5, 6]. These studies have been mainly conducted on the cellular phone system that provides communication services while maintaining the connection of the wireless network [7-9].

On the other hand, the problem with location prediction is predicting the current location of a user based on their previous movement patterns [10]. Branch prediction methods have been used to solve this problem [11]. They are very simple methods that were developed for maximizing the performance of CPU by predicting the branch instructions [12]. Recently, studies have been conducted to achieve more precise prediction results using complex models such as the Markovian approach or the Bayesian network [13, 14].

However, for making a prediction these methods only consider a limited number of recently visited places. The number is called, “the order of the predictor in branch prediction.” It is usually determined experimentally. A method called prediction by partial matching (PPM) is developed in the data compression area, which flexibly matches patterns with data by adjusting the order within the range of the maximum value to maximize the prediction performance [15]. However, this approach cannot make predictions for the movement patterns when its length exceeds the maximum value of order. In addition, the complexity rapidly increases as the maximum value of order increases. In this paper, a method for prediction is proposed to accommodate all kinds of movement patterns of any length without restrictions on the order. For this, a modified search tree is suggested. Also, the method for adapting and predicting the user's behavior with the adapted search tree are suggested.

2. PROPOSED METHOD

The proposed search tree in this paper is not a binary search tree. Preferably, the order of this tree is the number of locations that users can visit. The search tree consists of nodes, and each node stands for the location that the user visited in the past. The path from the root node to a decision node is the reversed sequence of locations that the user visited. Each decision node then provides a prediction value for the current location of a user.

2.1 Location Prediction

The prediction for the current location of a user is a traversal process in this search tree with the sequence of recently visited locations. A decision node, which is shown in a gray box in Fig. 1, has a prediction value that is marked on the right side of the arrow. This means that the user will go to the location next time. All terminal nodes in this search tree are the decision nodes. In other words, the traversal process returns a prediction result when a terminal node is reached. For example, we assume that the user visited the locations 4, 11, and 1 sequentially. When we want to predict the user’s current location using the search tree in Fig. 1, the traversal starts from the root node and goes through node 1, node 11, and finally node 4. Since node 4 is a decision node, the prediction is made that the user's current location is 2. Likewise, if the user visited locations 0, 11, and 1 sequentially, then the user is probably in location 11 now.

Also, some decision nodes are non-terminal in this search tree. This is because the decision nodes are arranged redundantly during the training process to deal with the conflict of other pre-
Prediction values emerging for the same path. So actually, the first visited decision node, rather than the terminal nodes, provides the prediction value in the traversal process.

The algorithm for predicting the location of the user is described below.

```
Process Prediction ()
    histo ← the array of locations that the user visited;
    current ← the index for the last item of array histo;
    i ← current; node ← root;
    while (node is not a decision node)
        node ← child of the node that has the value of histo[i];
        if the node is NULL, then report it as "unpredictable";
        i ← i-1;
    report node.prediction_information;
```

The time complexity of the prediction process is $O(n)$ where $n$ is the length of the array histo.

### 2.2 Training Process

The search tree is built by an additive training process. Initially, the search tree consists of only the root node. At this point, several nodes are added by a training sample. For example, we consider the training sample “2, 1 $\rightarrow$ 11,” which means the user visited location 11 after location 2 and location 1 sequentially. Node 1 is expanded from the root node. Likewise, node 2 is expanded from node 1. The nodes are expanded precisely for this training sample, and initially these expanded nodes are decision nodes. Therefore, node 1 and node 2 in Fig. 2 (a) are decision nodes with the prediction value of 11. The search tree now has additional decision nodes under the decision node. This redundancy is to prepare for a decision node being changed to a non-decision node by additional training.

Now, let us consider how the tree is changed by the additional training process. Fig. 2 (b) is the result of additional training with the sample “0, 11, 1 $\rightarrow$ 11.” The training process starts at the root node, and then goes to node 1. Node 1 remains a decision node since it has a prediction value of 11 that is identical to the final location of the training sample. Then, node 11 is expanded from node 1, since node 11 does not exist. Also, it initially becomes a decision node with the prediction value of 11. In the same way, node 0 is expanded from node 11 and it is initialized into being made a decision node with the prediction value of 11.

A decision node can be converted to a non-decision node while training. This occurs when the final location of a new training sample is not identical to the prediction value in an existing deci-
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sion node during path traversal. Because of the conflict between information, the decision node cannot determine the prediction value anymore. As a result, it needs to convert into becoming a non-decision node. For example, Fig. 2 (c) is the result of additional training with the sample “4, 11, 1 → 2.” Since the first location to consider is 1, the predictor goes to node 1 from the root node. At this point, node 1 cannot have the prediction value because the prediction value of 11 for node 1 and the final location of the training sample are in conflict. Therefore, node 1 is converted to a non-decision node and it goes to node 11. Also, node 11 is converted to a non-decision node since the prediction value of it is different from the final location of the training sample. Finally, node 4 is expanded from node 11 and it is initialized into being made a decision node with the prediction value of 2.

The following algorithm is for training the search tree described above:

```
Process Training()

histo ← the array of locations that the user visited;
current ← the index for the last item of the array histo;
i ← current-1; node ← root; dest ← histo[current];
while (i >= 0)
    next_node ← the child of node that has the value of histo[i];
    if next_node is NULL
        add a child to the value histo[i] and to the prediction information
        dest;
        node ← just added node;
        i ← i-1; node ← next_node;
```

Fig. 2. Construction Process of the Search Tree

Many training samples can be made from the record of locations that a user visited in a day. The number of training samples is n-1 if a user visited n locations in a day. This is because a training sample consists of at least one visited location and a final location. In the training samples, the length of the list of visited locations varies from 1 to n-1. The time complexity of training processes for each training sample is linear. Equation (1) shows the number of comparisons during the search tree traversal for training all of these samples.

\[
\sum_{i=2}^{n} (i - 1) = \frac{n^2 - n}{2}
\]
Therefore, the time complexity of the training process for all of the samples occurring in a day is $O(n^2)$. Also the resulting search tree may have a maximum of $L^n - 1$ nodes, where $L$ is the number of locations that users can visit.

3. EXPERIMENTAL RESULTS

3.1 Experiment Environment

In this paper, the data provided by AILTB (Augsburg University Indoor Location Tracking Benchmarks) was used for experiments. This benchmark data was collected for the 4 researchers--A, B, C, and D--who all participated in the experiment. Every change to the location of researchers was recorded on the PDA. In this way, the collected information, including user IDs and visited locations, was used for experiments. Fig. 3 shows the floor plan used for the environment that was used for the experiment.

In the experiment, 16 locations were taken into account, as shown in Fig. 3. This included “away,” which means the user was not on this floor but it excluded the “stairway” and “elevator.” The data was collected for 4 people during the summer and the fall, as shown in Table 1.

One location predictor was constructed for each user. The data collected in the summer was used for training the predictors. The data collected in the fall was used to evaluate the performance of the trained predictors.

Table 1. Experimental Data

<table>
<thead>
<tr>
<th>Person</th>
<th>Period</th>
<th>Time Period</th>
<th>Number of Entries</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Summer</td>
<td>1 week</td>
<td>101</td>
</tr>
<tr>
<td></td>
<td>Fall</td>
<td>4 weeks</td>
<td>432</td>
</tr>
<tr>
<td>B</td>
<td>Summer</td>
<td>2 weeks</td>
<td>448</td>
</tr>
<tr>
<td></td>
<td>Fall</td>
<td>5 weeks</td>
<td>982</td>
</tr>
<tr>
<td>C</td>
<td>Summer</td>
<td>2 weeks</td>
<td>351</td>
</tr>
<tr>
<td></td>
<td>Fall</td>
<td>4 weeks</td>
<td>911</td>
</tr>
<tr>
<td>D</td>
<td>Summer</td>
<td>2 weeks</td>
<td>158</td>
</tr>
<tr>
<td></td>
<td>Fall</td>
<td>7 weeks</td>
<td>848</td>
</tr>
</tbody>
</table>
3.2 Analysis of the Results

Fig. 4 shows the accuracy of the prediction for each user. The accuracy is evaluated as 80.67% on average.

Table 2 shows the comparison of the proposed method with existing predictors that were used in other studies [16]. According to this table, the predictor representing the highest accuracy on average is the Bayesian Network and the proposed method showed as the second highest accuracy. But the deviation of accuracy that depends on the user is high in most predictors, including in the Bayesian Network. This means that individual tuning is necessary. However, the results show the universality of the proposed method for individual characteristics since the deviation of accuracy of the method is the lowest with 2.55 in standard deviation. Another advantage of the proposed method is that its training process is simpler than the Bayesian Network's.

Table 3 shows the statistical data that indicates the time complexity of the prediction process using the trained search tree. The “Avg. # of Comparisons” in this table indicates the average value of how many times the comparison operator was used in the prediction process for each user. This means that the prediction results have been obtained after traversing the search tree to a depth of this value on average. According to the results, a comparison was performed 1.47 times on average to obtain one prediction result. The individual variation is also insignificant with 0.18.

**Table 2. Comparison of the Accuracy of Predictors**

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Person A</th>
<th>Person B</th>
<th>Person C</th>
<th>Person D</th>
<th>Avg.</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elman Net</td>
<td>91.07%</td>
<td>78.88%</td>
<td>69.92%</td>
<td>78.83%</td>
<td>79.68%</td>
<td>8.69</td>
</tr>
<tr>
<td>MLP</td>
<td>87.39%</td>
<td>75.66%</td>
<td>68.68%</td>
<td>74.06%</td>
<td>76.45%</td>
<td>7.88</td>
</tr>
<tr>
<td>Bayesian Network</td>
<td>85.58%</td>
<td>86.54%</td>
<td>86.77%</td>
<td>69.78%</td>
<td>82.17%</td>
<td>8.27</td>
</tr>
<tr>
<td>State Predictor</td>
<td>88.39%</td>
<td>80.35%</td>
<td>75.17%</td>
<td>76.42%</td>
<td>80.08%</td>
<td>5.96</td>
</tr>
<tr>
<td>Markov Predictor</td>
<td>90.18%</td>
<td>78.97%</td>
<td>75.17%</td>
<td>78.05%</td>
<td>80.59%</td>
<td>6.59</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>79.05%</td>
<td>84.41%</td>
<td>80.19%</td>
<td>79.03%</td>
<td>80.67%</td>
<td>2.55</td>
</tr>
</tbody>
</table>
4. CONCLUSION

In this paper, we proposed a method for predicting the user’s location based on the past movement patterns. In related studies, predictors consider a limited number of recently visited places to make a prediction. On the other hand, there is no restriction on the length of past movement patterns for using the proposed method to consider the current location prediction.

For this purpose, a modified search tree was devised. This search tree includes some decision nodes and a prediction is made when a decision node is reached during traversal. The search tree is constructed while it additionally learns the movement patterns of a user one by one. Of course, the learning process for a movement pattern is very efficient since the time complexity is linear. But the number of locations a user visited in a day is $n$, and $(n^2 - n)/2$ training samples are generated from them. Therefore, the time complexity of the whole learning process is $O(n^2)$. In this process, the search tree expands to consider more details about the movement patterns when a pattern that conflicts with an existing trained pattern is found. In this manner, the search tree is trained to consider just the necessary places to predict the location.

In the experiments, the prediction rate of the proposed method is 80.67% accurate on average. It is highly accurate in comparison with more complex and sophisticated methods. Also, the deviation of the accuracy depending on the user is 2.55 in standard deviation. This is significantly lower than the other methods that range from 6 to 9 in standard deviation. This shows that the proposed method is much more adaptable than any other methods for a variety of individual characteristics. Finally, the proposed method considers 1.47 places on average to make a prediction. This shows that the prediction process is very efficient.

Basically, the method proposed in this paper uses additive training. It enables the predictor to distinguish the differences in the new pattern without forgetting the patterns already learnt. Obviously, this is a big advantage. However, it can also be a disadvantage when the movement patterns are radically changed due to changes in the job position. In this case, the predictor does not forget the unnecessary patterns that were learned in the past and this may conflict with new movement patterns. This problem can be solved by reconstructing the search tree for the user. For this purpose, the methods of detecting radical changes in the user’s movement patterns needs to be further studied.
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