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Abstract—Software evolution is an ongoing process carried out with the aim of extending base applications either for adding new functionalities or for adapting software to changing environments. This brings about the need for estimating and determining the overall impact of changes to a software system. In the last few decades many such change/impact analysis techniques have been developed to identify consequences of making changes to software systems. In this paper we propose a new approach of estimating change/impact analysis by classifying change based on type of change classification e.g. (a) nature and (b) extent of change propagation. The impact set produced consists of two dimensions of information: (a) statements affected by change propagation and (b) percentage i.e. statements affected in each category and involving the overall system. We also propose an algorithm for classifying the type of change. To establish confidence in effectiveness and efficiency we illustrate this technique with the help of an example. Results of our analysis are promising towards achieving the aim of the proposed endeavor to enhance change classification. The proposed dynamic technique for estimating impact sets and their percentage of impact will help software maintainers in performing selective regression testing by analyzing impact sets regarding the nature of change and change dependency.
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1. INTRODUCTION

Software evolution is an on-going process which moves towards enhancement of existing software systems, involving both development and maintenance. Software systems are mainly changed due to new requirements and technological changes which often lead to modification of software systems. Studies indicate that 90% [1] of all software development is maintenance and more than 50% of the total maintenance cost of software lies in rework i.e. in changing the software [2, 3].

Change management, impact analysis (IA) and regression testing are the three main steps in the maintenance process. The software maintenance process can only be optimized if precise and unambiguous information is available about the potential ripple effects of a change to an existing system. Making changes to software without an understanding and knowledge of soft-
Software components can produce disastrous effects [4] and can lead to degraded software. As a result the need arises for software maintainers to estimate the kinds of impact a change may cause. However, identification of these changes is not an easy task as any modification in one part of software may have subsequent ripple effects on other related components within the software. Thus calculating ripple effects before or after making changes is valuable in identifying the potential impact of a possible change. If done in a proactive manner i.e. before the changes are made it can be helpful in predicting the effects of the proposed changes in terms of their affect on the overall system and the corresponding costs while simultaneously providing the maintainer the option to select various alternatives. On the other hand, if applied after modifications, it can help in reducing the risks associated with releasing modified software by alerting engineers to potentially affected program components. Software change impact analysis, often called simply impact analysis, is a family of approaches for addressing these problems [4-8].

Impact Analysis is defined in the IEEE Standard for Software Maintenance [9] as “impact analysis: Identifies all system and software products that a change request affects and develops an estimate of the resources needed to accomplish the change. This includes determining the scope of the changes to plan and implement work, accurately estimating the resources needed to perform the work, and analyzing the requested change’s cost and benefits.”

Although impact analysis has its natural place in requirement engineering as changes to software often are initiated by changes in requirements, ironically the research related to impact analysis is more commonly found in software maintenance literature. IA can also be viewed as an integral part of every phase of software development; for instance during requirements development, design, coding and implementation. Any demand or requirement for new and various requirements have an effect on existing requirements which leads to changes in design and code.

The primary goal of impact analysis is to identify software objects affected (or possibly affected) by proposed changes. With knowledge of these identified affected objects the software maintainer can construct resource estimates that can be used to guide maintenance activities. Impact analysis has three primary benefits for a software maintainer: improved accuracy of resource estimates, and thus better maintenance scheduling and reduced change costs; a reduction in the amount of corrective maintenance because of fewer introduced errors and improved software quality [10].

In this paper, we propose a new approach for estimating change impact analysis (CIA) based on change classification, which will not only estimate the impact of change to an overall system but at the same time will provide information regarding the nature of the change(s) and the corresponding affected set of statements and their percentage of impact. The software maintainer can then use this information to perform selective regression testing. The main contribution of this work is as follows:

- A novel change classification system to classify run time data into four categories in order to determine the nature of a change or changes and to measure the impact propagation on a software system
- An algorithm to categorize and to collect impact sets based on classification.

These contributions are helpful in estimating the impact of such changes thereby aiding in selecting useful test cases for regression testing.

The remainder of this paper is organized as follows: In the next section, related work is pre-
sented. We describe our proposed classification system, framework and algorithm in section 3. In section 4 we present some experimental results of our proposed scheme, section 5 presents application of the proposed work and finally section 6 presents the conclusion.

2. RELATED WORK

When planning modifications, impact analysis helps maintainers to predict effects and costs of planned changes. These Impact Analysis techniques are broadly classified into (1) Static impact analysis techniques and (2) Dynamic impact analysis techniques. The next section provides a brief overview of these two categories.

2.1 Brief Overview of Static Impact Analysis

Static impact analysis is a technique used to analyze a software system without actually executing the source code. In most cases static analysis is performed on some version of source code and in other cases some form of object code. Decades of research have shown that static analysis based techniques can safely estimate the impact of changes but their conservative assumptions often result in impact sets that include most of the software. In some cases the impact set produced includes more than 90% of the program [11]. Such impact sets make the results of the impact analysis almost useless for other software-engineering tasks. For example, regression-testing techniques that use impact analysis to identify which parts of the program to retest after a change would have to retest most of the program. Static IA techniques listed in literature are further partitioned into two types: (a) traceability analysis and (b) dependency analysis. Traceability analysis techniques calculate static impact set by tracing the software development cycle from software requirements through design, code and testing. Dependency based analysis techniques [2, 5-7, 12-19] works on the principle of analyzing program syntax for semantic dependencies among program entities such as linkages between parts, variables, logic, modules, thereafter it calculates impact sets according to dependencies. A brief summary of a comparison between these techniques is provided in [20].

As stated above, a static impact analysis requires access to source code and thus the calculation of impact set is based on a static program profile synthesized with assumptions of possible system behaviors. Hence, this type of analysis technique is either imprecise, unsafe, or both, and tends to overestimate the effects of changes. Thus, the results of a static IA are hardly useful for software engineering tasks.

The problem with static analysis based approaches can be divided into two. Firstly, they consider all possible behaviors of the software, whereas, in practice, only a subset of such behaviors may be exercised by the users. Secondly, and more importantly, they also consider some impossible behaviors, due to the imprecision of the analysis. Therefore, recently, researchers have investigated and defined impact-analysis techniques that rely on dynamic, rather than static, information about program behavior [20-22]

2.2 Brief Overview of Dynamic Impact Analysis

The main aim of dynamic impact analysis is to analyze a software system by gathering program behaviors attained by executing programs on a real or virtual processor. It gathers impact
sets by analyzing program behaviors for a specific set of executions (at least one of the considered program executions) during runtime (i.e., data is obtained from executing a program). Dynamic IA does not require access to source code or linking process. Instrumentation and calculation of dynamic IA cause overhead in both time and space and results produced are much more precise than those produced by static impact analysis techniques. Various techniques mentioned in literature are based on collecting impact sets of dynamic program behavior. [20] Performs at the method level, based on whole path profiling [23]. It produces traces of procedure names, function returns and program exits in the order in which they occur in multiple executions. [22] Is an extension of [20] that allows an algorithm to collect data incrementally so that it becomes cost effective to recompute (i.e., re-collect) data required for newer versions of the software. [11] Uses lightweight instrumentation and collects coverage information of methods per executions. It also works at the method level, but uses coverage, rather than trace, information to compute impact sets. The coverage information for each execution is stored in a bit vector that contains one bit per method in the program. The comparison of [20] and [11] is given in [24]. The generic approach of [25] is based on an EA (execute after) relation for efficiently collecting and analyzing collected information dynamically. This method is based on identifying all program entities that are executed after $e$, where $e$ is the set of executions for some procedure $p$ in the considered program execution. Therefore, it computes a binary relation for each pair of entities $e_1$ and $e_2$ in $P$, where $e_2$ is executed after $e_1$ in any of executions in $E$. In other words, it finds all those methods that are executed after changed methods. The impact set produced is thereby a union of methods executed after any changed methods in all executions considered. [26] Calculates impact sets by finding methods that are executed after methods in a changed set and includes them in the impact set. [27] Proposes a methodology for determining the impact of new system modification(s) by analyzing software change records through singular value decomposition. It generates clusters of files that historically tend to change together to address faults and failures found in code base. [28] Proposes a novel change impact analysis method based on the idea of mutual relationships between software objects that can be inferred using a statistical learning approach.

On the other hand, if applied online, it can calculate impact sets concurrently with program execution [29]. Online dynamic impact analysis has the same goal as dynamic impact analysis, but online impact analysis is performed concurrently with program execution rather than calculating impact sets from executing a program. [30] Presents a technique based on analysis of program dependency in terms of variable definition and usage to generate impact sets. [31] Provides framework for collecting impact traces completely online and it also provides support for impact visualization for regression testing.

The focus of this research is to gather data for impact sets dynamically i.e., on executing the program as compared to static impact analysis techniques. Unlike other techniques it computes impact sets by tracing change and then classifying it into proposed categories to help software maintainers understand the nature (type) of change and its impact and propagation. It will also assist in selecting only those test cases which fall into those categories for regression testing.

3. BASIC METHOD AND PROPOSED APPROACH

This section describes our approach for classifying the type of change and its impact on (in-
troduction of any change in) software. This technique takes into account both change (type) and its ripple effects on the system by storing change propagation during execution. The impact sets are generated in terms of affected statements and percentage of change impact. To discuss the presented approach in detail we first explain the proposed classification system adopted for our framework followed by discussion of the framework itself. Next we explain the algorithm which implements the technique followed by data collection and result observation of the overall technique.

3.1 Proposed Classification System

We propose a classification system that classifies the change (Δx) of any form (i.e. changes made due to new requirements or technological changes) made to software systems into the following four categories.

(a) Functional Change Impact: It is defined as any functional change (Δf) in some function x (fun (x)) by adding, deleting or modifying statements may directly or indirectly propagate its impact to other related functions of a program. These changes can therefore be classified as functional changes.

(b) Logical Change Impact: It is defined as any change (addition, deletion or modification) that corresponds to a change in logic or decision in program code. It is based on a representation of control flow graph (CFG) and therefore any logical change (Δl) in the decision flow of the control flow graph implies that it can propagate its affect in the system accordingly. A CFG is a graph notation (diagrammatic representation) of a program and its execution which represents all possible sequences of statements of a program. It is a directed graph with vertices and edges where vertices are statements and edges represent flow of control. It consists of a start node, an end node and flows (or arcs) between nodes. Each node is labeled in order for it to be identified and associated correctly with its corresponding part in program code. The nodes are either entire statements or fragments of a statement and edges represent flow of control. If i and j are nodes in the program graph, there is an edge from node i to node j if the statement (fragment) corresponding to node j can be executed immediately after the statement (fragment) corresponding to node i [32]. Logical change impact connects mostly intra-components which can lead to functional and behavioral change also.

(c) Structural Change Impact: It is defined as any structural modification in a software system: (a) an addition of a new piece of code in an already existing program or the combining of two programs into one (b) deletion of some already existing code due to splitting of a program into two programs or deletion of a piece of code from a software program.

(d) Behavioral Change Impact: It is defined as any change in behavior of a program (Δb) component that can cause a potential change in behavior of related components. A behavior of a program describes the execution order of activities including decision making, entry and exit criteria of a program. The aim of estimating this type of change is to simply make sure that the output complies with the requests of the system.

3.2 Proposed Framework for Change Impact Analysis

The framework presented firsts highlights changed areas by comparing two source codes line by line and later uses classification results to estimate impact of changes thereby calculating its
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percentage of impact to pin point irregularities in a straightforward manner. The whole process is explained with its main components (shown in bold dotted line) in Fig. 1.

(a) Graphical User Interface: is a user friendly interface to provide easy access to users for updating two versions of the program. It interacts with a compiler and stores results of the comparison of both programs in database 1.

(b) Database 1 (DB1): stores execution history and the control flow graph of two versions of a program for analyzing two versions of code.

(c) Classifier: reads the analyzer and classifies data (using an algorithm) according to the classifications provided in section 3.1. We use the following formulae to calculate the percentage of impact:

\[
\text{Percentage of change} = \frac{\text{Total number of statements where change has propagated}}{\text{Total number of statements in a program}}
\]

(d) Database 2 (DB2): stores results of classification obtained from the classifier for analysis.

3.3 Algorithm

The algorithm presented in Fig. 2 classifies comparison information to generate dynamic impact sets. To calculate Functional Change Impacts we create a control flow graph of a program and analyze connectivity of changed statement(s) to other statements defined in other functions of a program. It adds all those statements which are changed and has a direct impact on other statements of related functions of a program to compute impact set. To calculate Logical Change Impacts it analyzes all those statements in a CFG where there is a change in logic or decision in program code. It adds all those statements whose logic has been changed and all those statements which are related to those statements in terms of dependency (either by definition or usage) to compute an impact set. To calculate Structural Change Impacts made to the code it finds all those statements which have been added or deleted to and from the original code. To calculate Behavioral Change Impacts it adds all those statements to impact sets where there is any change in behavior of the program from the original one.
4. DATA COLLECTION AND RESULT OBSERVATION

The following steps were followed for collection of relevant data in this study:

(a) There are two versions of each program: the original and the modified.
(b) Then the two source codes are uploaded in a graphical user interface for comparisons and their execution history (table of results of comparison) and CFG are stored in a database.
(c) We then apply the proposed technique, i.e. procedure to classify the nature of change and equation (1) to calculate percentage of impact.

Fig. 2. Algorithm

```
// Reachable() would return TRUE if there may be a direct impact of current statement on a different function
for i=0; i<n // n = number of rows in the table generated
if(sign[i] == '+' )
    if (Reachable(Program2[i]))
        \Delta = \Delta u Program2[i],
    else if (sign[i] == '-' )
        if (Reachable(Program1[i]))
            \Delta = \Delta u Program1[i];
// Decision() would return TRUE if the statement changed contains a decision or a comparison
for i=0; i<n // n = number of rows in the table generated
if (Decision(Program2[i]))
    \Delta = \Delta u Program2[i],
else if (sign[i] == '*' )
    if (Decision(Program1[i]))
        \Delta = \Delta u Program1[i];
// isFunction() would return TRUE if the statement defines a new function
for i=0 to i=n // n = total number of change highlighted in the Results of Comparison table stored in database
if (sign[i] == '*' & & isFunction(Program2[i]))
    \Delta s = \Delta s u Program1[2]
else if (sign[i] == '*' & & isFunction(Program1[i]))
    \Delta s = \Delta s u Program2[1]
for i=0; i<n // n = number of rows in the table generated
if (sign[i] == '+' )
    \Delta b = \Delta b u Program2[i],
else if (sign[i] == '-' )
    \Delta b = \Delta b u Program1[i];
```

Fig. 3. Program 1

```
1. int sum(int *a, int s){
2.    int sm=0, i;
3.    for(i=0;i<s; i++)
4.        { 
5.            if(a[i]<0)
6.                a[i]=0;
7.                sm += a[i];
8.        }
9.    return sm;
10. }
11. int avg(int *a, int s){
12.    int av, sm;
13.    sm = sum(a, s);
14.    av = sm/s;
15.    return av;
16. }
```

Fig. 4. Program 2

```
1. int sum(int *a, int s){
2.    int sm=0, i;
3.    for(i=0;i<s; i++)
4.        { 
5.            if(a[i]<0)
6.                a[i]=0;
7.                sm += a[i];
8.        }
9.    return sm;
10. }
11. int avg(int *a, int s){
12.    int av, sm;
13.    sm = sum(a, s);
14.    av = sm/s;
15.    return av;
16. }
```

This result will then be used by the software maintainer(s) to predict the impact of introducing a change. To validate the presented techniques and to assess the usefulness of classifying the type of change and calculation of percentage of change introduced for impact analysis and regression testing, we performed a set of empirical studies. We explain the whole process of collecting the traces with the help of the following example given in Fig. 3 and Fig. 4.

4.1 Database 1

It stores a table of comparison and corresponding CFG of two versions of code. It generates a table of comparison by comparing two source codes line by line to examine the differences between two pieces of code. The result of the comparison is depicted in Table 1 where in the sign column the equal to sign (=) means two lines are similar in program 1 and program 2 (b) the subtraction sign (-) means the line has either been deleted or it does not exist in other source code; the addition sign (+) means a new line of code has been added. In column 3 and 5 the (--) sign means statements are missing in the other program.

4.2 Classifier

Now the classifier will read Table 1 from the database and will classify the information using the proposed algorithm and four categories.

The algorithm will trace the change propagation and according to the defined categories it will classify change propagation for each category. The impact sets for each category consists of

<table>
<thead>
<tr>
<th>Table 1. Result of comparison stored in DB1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sign</td>
</tr>
<tr>
<td>------</td>
</tr>
<tr>
<td>=</td>
</tr>
<tr>
<td>=</td>
</tr>
<tr>
<td>-</td>
</tr>
<tr>
<td>-</td>
</tr>
<tr>
<td>-</td>
</tr>
<tr>
<td>-</td>
</tr>
<tr>
<td>+</td>
</tr>
<tr>
<td>+</td>
</tr>
<tr>
<td>+</td>
</tr>
<tr>
<td>=</td>
</tr>
<tr>
<td>=</td>
</tr>
<tr>
<td>=</td>
</tr>
<tr>
<td>+</td>
</tr>
<tr>
<td>=</td>
</tr>
<tr>
<td>=</td>
</tr>
<tr>
<td>=</td>
</tr>
<tr>
<td>=</td>
</tr>
<tr>
<td>+</td>
</tr>
<tr>
<td>+</td>
</tr>
<tr>
<td>+</td>
</tr>
<tr>
<td>+</td>
</tr>
</tbody>
</table>
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Table 2. Classification results obtained by classifier

<table>
<thead>
<tr>
<th>Type of change</th>
<th>Actual change</th>
<th>Statements where change has propagated</th>
<th>Impact of Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Functional Change Impact</td>
<td>&lt;deleted line 3, 4, 5, 6 in P1&gt;</td>
<td>5, 7, 12, 13, 14</td>
<td>26.32%</td>
</tr>
<tr>
<td>Logical Change Impact</td>
<td>3</td>
<td>5, 7, 12, 13, 14</td>
<td>26.32%</td>
</tr>
<tr>
<td>Structural Change Impact</td>
<td>11, 16, 17, 18</td>
<td>3, 5, 7, 12, 13, 14</td>
<td>31.58%</td>
</tr>
<tr>
<td>Behavioral Change Impact</td>
<td>5</td>
<td>7, 12, 13, 14</td>
<td>21.05%</td>
</tr>
</tbody>
</table>

Table 3. Result analysis for overall system

<table>
<thead>
<tr>
<th>Total statements affected</th>
<th>Affected Line No</th>
<th>Percentage of total change impact on overall system</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3, 5, 6, 7, 11, 12, 13, 14, 16, 17, 18</td>
<td>57.89%</td>
</tr>
</tbody>
</table>

Results of Table 2 and 3 can be used by the software maintainer(s) to estimate impact of change by analyzing the type of change, namely Functional Change Impact, Logical Change Impact, Structural Change Impact and Behavioral Change Impact and total number of statements in a program where change has propagated. Fig. 5 above represents analysis of impact of

![Fig. 5](image-url)

Fig. 5. Summary of percentage of impact of change: where 1 represents total change impact vs Functional Change Impact, 2 represents total change impact vs. Logical Change Impact, 3 represents total change impact vs. Structural Change Impact and 4 represents total change impact vs. Behavioral Change Impact
change on the overall system. It can be noted here that the sum percentage change of each the classification categories is more than 100%; this is because of overlapping statements (occurrence of more than one statement) in each category. The results of our experiment show that this technique can efficiently classify information into defined categories and hence can reduce the time and cost of software maintenance tasks. This will assist in selective regression testing as it will help software testers to choose only those test cases where the actual change and its impact has propagated from the old test suite to be executed on the modified version of software. It will serve in establishing confidence in modified programs thereby increasing levels of customer satisfaction. Also it will benefit in saving time and cost of software maintenance work as experiences have shown how a small change can adversely affect software if its impact is not understood properly.

5. APPLICATION OF PROPOSED WORK

Software practitioners may use the presented technique to analyze details of a particular impact propagated by an introduction of change to a software system. The proposed approach supports software practitioners by (a) providing knowledge of the nature of change(s) (b) providing knowledge of all other parts that are affected by a change propagation (c) providing measurement of impact on various parts of program. This technique may lead to greater savings of time and cost of maintenance labor. The application of this work may improve the quality, reliability, and effectiveness of the code, which may, in turn, increase the level of customer satisfaction.

6. CONCLUSION

In this paper we have presented a new approach for change impact analysis to predict the percentage impact of change through a change classification for software systems. The proposed technique first computes comparison results in two versions of program and then classifies the obtained results using the type of change classification proposed in section 3.1. The results are promising in achieving effectiveness and efficiency of the technique, by (a) classifying the nature of change (b) estimating impact percentage of change(s) to the overall software system (b) estimating impact sets in terms of affected statements and percentage of such changes on the overall system and (c) assisting software maintainers in performing selective regression testing by analyzing results produced by our classification algorithm.
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