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Abstract—In Wireless Mesh Networks (WMNs), we usually deploy multiple Internet 
Gateways (IGWs) to improve the capacity of WMNs. As most of the traffic is oriented 
towards the Internet and may not be distributed evenly among different IGWs, some 
IGWs may suffer from bottleneck problem. To solve the IGW bottleneck problem, we 
propose an efficient scheme to balance the load among different IGWs within a WMN. 
Our proposed load-balancing scheme consists of two parts: a traffic load calculation 
module and a traffic load migration algorithm. The IGW can judge whether the congestion 
has occurred or will occur by using a linear smoothing forecasting method. When the 
IGW detects that the congestion has occurred or will occur, it will firstly select another 
available IGW that has the lightest traffic load as the secondary IGW and then inform 
some mesh routers (MPs) which have been selected by using the Knapsack Algorithm to 
change to the secondary IGW. The MPs can return to their primary IGW by using a 
regression algorithm. Our Qualnet 5.0 experiment results show that our proposed 
scheme gives up to 18% end-to-end delay improvement compared with the existing 
schemes.  
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1. INTRODUCTION 

Nowadays, Wireless Mesh Networks (WMNs) are attracting more and more attention from 
both researchers and enterprises. Due to its high bandwidth, large coverage range, self-healing, 
auto-configured, and extensible features, it can provide wireless service for a large variety of 
applications in personal, local, and metropolitan areas. By configuring the IGW, WMNs can be 
integrated with the Ethernet, sensor network, wireless-fidelity (Wi-Fi), worldwide inter-
operability for microwave access (WiMAX), and WiMedia networks conveniently [1]. 

The IGW has a fixed bandwidth shared by all of its clients so that the performance of per cli-
ent reduces as the number of client increases. It is also easier for the IGW to suffer bottleneck 
issues. To address these problems, the WMN is usually configured with multiple IGWs. Even 
though the usage of multiple IGWs can provide significant capacity benefits, the introduction of 
multiple IGWs does not enable a linear increase in capacity [2]. Only with a proper load-
balancing scheme, can the capacity increase linearly. Consequently, preventing the IGW from 
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suffering from the bottleneck problem and distributing the network traffic load evenly among 
IGWs should be realized as the key issues. 

There are two main categories of reasons for the uneven load distribution across WMNs. The 
first reason is the uneven client distribution. Generally, users are unevenly distributed through-
out the WMN, and furthermore, the distribution also changes with time. The second reason is 
the uneven user demands. The user demands may vary widely within a given network domain. 
The traffic consists of several short flows and long flows. Thus, the demands of users greatly 
vary as well. These two factors cause a strong difference in the aggregated load imposed on each 
IGW and thus some IGWs may suffer congestion problems, whereas some IGWs may be se-
verely underutilized. The congestion may have an effect on the network performance, such as 
aggregated network throughput, packet delivery ratio, and end-to-end delay. In order to improve 
the network performance, we propose an efficient method to balance the traffic load among dif-
ferent IGWs. 

The remainder of this paper is organized as follows: in Section 2, we give a brief introduction 
to the previous related work. Then, in Section 3, we describe the Multi-Gateway Multi-Root 
Hybrid Wireless Mesh Protocol (MGMR-HWMP). Based on the MGMR-HWMP, we deploy a 
load-balancing scheme at each IGW to improve the performance of the WMN and the details of 
this load-balancing scheme will be described in Section 4. The simulation experiments results 
and some analyses will be shown in Section 5. Finally, in Section 6, some conclusions about our 
research will be given. 

 
 

2. RELATED WORK 
Researchers have done a huge amount of research in designing multiple gateway routing pro-

tocols for wireless networks. Wakikawa in [3] mainly describes the proactive and reactive gate-
way discovery mechanisms. In the reactive approach, when a router needs a gateway, it broad-
casts a solicitation to the network to find the gateway. In the proactive approach, the gateway 
broadcasts a periodic message to the network to inform other nodes of its existence. As there are 
two methods for gateway discovery, some researchers have discussed which one has less over-
head. Some researchers consider that the reactive approach have less overhead compared with 
the proactive approach, but [4] shows that the reactive approach could be as costly as the proac-
tive approach. Authors in [5] proposed a hybrid approach, which uses a combination of both 
reactive and proactive approaches. In [6], Hamidian provides an implementation of all the three 
gateway discovery approaches based on the AODV protocol [7]. However, it uses hops as the 
only metric to select a gateway, which may introduce the issue of bottleneck problem. 

Once routers have received the gateway information, gateway selection should be processed. 
Generally, gateway and route selection can be coupled together in that the network tries to find 
the best route to any of the available gateways by evaluating the route metrics on the available 
path. The traditional gateway selection is based on the metric of minimum hop count. However, 
hop count is a poor choice as a routing metric in multi-hop wireless networks [8]. In [9], the 
contention level metric was used instead of the minimum hop metric for gateway selection. The 
authors in [10] use the Expected Transmission Time (ETT) metric [11] for backhaul WMNs. In 
[12], the authors take into account the traffic load along a path in addition to using a minimum 
hop count to select an efficient gateway selection. [13-16] propose to use the traffic load infor-
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mation of the gateway as the metric for gateway selection. In [17], the authors propose a gate-
way and route selection scheme for backbone WMNs that takes the gateway load, route interfer-
ence, and path quality metric into account. 

Recently, most of the schemes focus on load balancing over the links or MPs connecting to 
the IGW and do not focus on alleviating the congestion at the IGW. In [18], the authors devise a 
scheme for load balancing over the links that uses path capacity and gateway link capacity as the 
cost metric. In [16], each IGW maintains the intersection area of the other IGWs. MPs within 
this intersection area are considered as the candidates for migrating the traffic load as they have 
similar distance to each available IGW. When the MP receives multiple advertisement messages 
from IGWs, it compares the traffic status of the IGWs. If the MP recognizes that the traffic gap 
among all of the available IGWs is bigger than the balance threshold value, it will change its 
default IGW to the candidate IGW with the lightest traffic load. The traffic load gap is defined 
as the ratio of the maximum traffic load dividing the minimum traffic load of the available 
IGWs. However, it is possible that both the maximum and minimum traffic load of the IGW is 
below the threshold, and the traffic load gap will still exist. In this situation, it is unnecessary to 
change the primary IGW to the candidate IGW. [16] does not consider the set of MPs which 
need to change the service primary IGWs to the candidate IGWs. If many MPs decide to change 
the primary IGWs to the candidate IGWs, it may potentially induce a congestion problem on the 
candidate IGWs. 

 
 

3. THE MULTI-GATEWAY MULTI-ROOT HYBRID WIRELESS MESH PROTOCOL 
The original HWMP is configured with only a single IGW and this IGW is equipped as the 

root. All of the MPs in WMNs are connected with the only IGW. This may induce the bottle-
neck problem in WMNs. For this reason, we propose the Multi-Gateway Multi-Root Hybrid 
Wireless Mesh Protocol (MGMR-HWMP), which is configured with multiple IGWs and each 
IGW is set as the root. 

In MGMR-HWMP, each IGW builds and maintains bidirectional routes towards each MP 
during fixed interval and deals with the following two types of route management tables: a 
Route Table (RT) and an Internet Gateway Information Table (IGIT). For MPs, they also main-
tain a Route Table (RT) and in addition they keep an Available Internet Gateway Table (AIGT). 
The Route Table (RT) records the route information, such as the destination address, sequence 
number (SN), hop count, and routing metric. The Internet Gateway Information Table (IGIT) 
caches the information of the available IGWs, such as the IGW address, traffic load, IGW state, 
and the information of the available MPs (AvailableMPInfo). The Available Internet Gateway 
Table (AIGT) keeps the information of the available IGWs (e.g., the IGW address and the relat-
ed management message data). 

Since most of the traffic in WMNs is oriented towards the Internet, we concentrated our atten-
tion on the proactive routing mode in MGMR-HWMP. There are three categories of messages in 
MGMR-HWMP: Root Announcement (RANN), Route Request (RREQ), and Route Reply 
(RREP). In the RANN message, it records the sequence number (SN), IGW address, hop count, 
metric, lifetime, traffic load, and IGW state information. 

Each IGW will build its tree-based topology by broadcasting the RANN message. When the 
MPs receive the RANN message, they should select one IGW as the primary gateway and keep 
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the other IGWs as the secondary gateway. When mobile nodes connect with a mesh access 
point (MAP) it should firstly send its packet to the MAP and then the MAP will rewrite its pri-
mary gateway information to its own primary gateway. MPs also maintain the tree-based topol-
ogy and remain aware of the distribution of the traffic load of all the available IGWs to achieve 
better performance. After receiving the RANN message, each MP should use RREQ and RREP 
mechanisms to guarantee the bidirectional route between the MP and the primary IGW. The MP 
sends a unicast RREQ message to its selected parent MP. When the parent MP receives the 
unicast RREQ, it forwards this RREQ to its selected parent and updates the corresponding entry 
of the RT with the address of the next hop toward the MP, which originates the RREQ. When 
the RREQ arrives at the IGW, the IGW updates its entry of the RT and IGIT and replies with a 
unicast RREP to the MP that originated the unicast RREQ. After the MP receives the RREP 
message, the bidirectional communication between the MP and the IGW is established. If the 
MP acts as the MAP connecting with some clients, it should it should send a gratuitous RREP to 
the primary gateway to register the information of the clients. We can obtain the multi-gateway 
multi-root topology after using all of the procedures we described above. 

Once establishing the tree-based proactive topology, when MPs receive a RANN message, 
they should maintain the tree-based topology as shown in Fig. 1. The procedure in Fig. 1 causes 
an MP to obtain the best route towards an IGW. 

 

 
Fig.1. The procedure for maintaining the tree topology 
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4. THE GATEWAY LOAD BALANCING SCHEME 
Even though the MGMR-HWMP described in Section 3 is configured with multiple IGWs, it 

does not enable a directly and linear increase of the network performance [2]. To achieve better 
WMN performance, we propose an efficient gateway load-balancing scheme based on the 
MGMR-HWMP, which is called Multi-Gateway Multi-Root Hybrid Wireless Mesh Protocol 
with Load Balancing (MGMR-LB). The proposed gateway load-balancing scheme consists of 
two parts—a traffic load calculation mode and a traffic load migration algorithm. The basic pro-
cedures are shown as follows: 
1. When the RANN interval is coming, each gateway should calculate the traffic load of the 

current RANN interval and predict the traffic load of the next interval by using Brown's Line-
ar Smoothing method. 
(1) The gateway should judge whether it has suffered or will suffer congestion problem. 

① If the gateway has suffered or will suffer congestion problems, it should use the load 
balancing scheme. 
A. The gateway should calculate the traffic load it intends to transfer. 
B. After calculating the transferred traffic load, the gateway should use the Knapsack 

Algorithm to find the best set of MAPs (mesh access points) that need to change 
their primary gateway to the secondary gateway to relieve the traffic load of the 
primary gateway. In the Knapsack Algorithm, we consider the traffic load of the 
MAP, the transferred traffic load, and the number of MAPs. 

C. After getting the best MAP set, the gateway sends notification messages to those 
MAPs. 

D. When the MAP receives the notification message, it should change its primary 
gateway to the selected secondary gateway. 

(2) After using the load balancing scheme, if the congested gateway detects that it is in the 
stable state for several RANN intervals, it should use the mesh router regression algo-
rithm to inform the MAP return to the primary gateway. We propose the mesh router re-
gression algorithm, as we want to reduce the potential congestion problem of the sec-
ondary gateway. 

We will introduce the details of our load-balancing scheme in the subsections below. 
 
4.1 The Traffic Load Calculation Mode 

Firstly, when the RANN period is coming, each IGW should calculate the traffic load of the 
current interval. As our proposed scheme is based on MGMR-HWMP, we use the RANN inter-
val as the calculation interval to calculate the average traffic load. It can be calculated as: 

 

                  (1) 

 
where NumberOfPacketReceivedi is the total number of data packets received by the IGW. 
AveragePacketSize is the average size of the received data packets. IntervalLengh is the calcula-
tion interval, which means the RANN interval. 

We cannot judge the IGW state only by the traffic load information of the current interval. 
We also need to consider the average traffic load of the IGW in the next interval. We used the 
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double exponential smoothing method to predict the traffic load. The reason for using this meth-
od is that the double exponential smoothing method can be applied to time series data to make 
forecasts. The time series data are a sequence of observations. The observed phenomenon may 
be an essentially random process or may be an orderly observations process. The exponential 
smoothing assigns exponentially decreasing weights over time. 

In our case, the time series data is the average traffic load of the IGW. There are many meth-
ods for double exponential smoothing, but in our paper we  use Brown’s Linear Smoothing 
(LES) [19]. The raw traffic load data sequence is often represented by {TLi}. We use {Si} to 
present the smoothed value for interval i, and {bi} is our best estimate of the trend at interval i. 
The output of the algorithm is now written as TLi+m, which is an estimate of the value of the 
traffic load in the (i+m)th interval, where m>0 is based on the raw traffic load information up to 
interval i. In our case, we are just trying to predict the traffic load of next interval, which means 
m equals to 1. The common calculation is: 

 
( )' '

11i i iS TL Sα α −= × + − ×                         (2) 

 
( )'' ' ''

11i i iS S Sα α −= × + − ×                          (3) 

 
' ''2i i ia S S= × −                              (4) 

 
' ''( )

1i i ib S Sα
α

= × −
−

                            (5) 

 
We set the initial value of S0’ and S0” to TL1 which is the traffic load of the first calculation 

interval. Then we can predict the traffic load of the next interval as: 
 

iii baTL +=+1                               (6) 

 
Since we have obtained the traffic load information of both the current and next interval, we 

can judge the state of the IGW. There are three states of the traffic load: Low State, the Medium 
State, and the High State. 

 
1. Low state:       TLi < TLlower_threshold 
2. Medium state:     TLlower_threshold ≤TLi＜TLupper_threshold 
3. High State:       TLi ≥ TLupper_threshold 
 
TLupper_threshold is the upper bound value and TLlower_threshold is the lower bound value. 
After judging the traffic load state, we should judge the state of the IGW. There are also three 

states for the IGW: the congestion state, the stable state, and the underutilized state, as shown in 
Table 1. 

When the IGW is in the congestion state, the IGW has a high probability of suffering from the 
bottleneck problem and should use the load-balancing scheme. In addition, when the IGW is in 
the congestion state, it should not be selected as the secondary gateway by other congested 
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IGWs. For IGWs in underutilized state, they can work in a stable state and can be considered as 
the best choice to be the secondary IGW for the congested IGW. For IGWs in the stable state, 
they can work in a stable state and can be considered as the second choice to be the secondary 
IGW for the congested IGW. The traffic load information and Internet gateway state information 
will be packaged in the RANN message. 

 
4.2 The Mesh Router Migration Algorithm 

When the IGW is in the congestion state, it should consider whether it needs to use the load-
balancing scheme. To achieve this target, the congested IGW should calculate the average traffic 
load of all the available IGWs recorded in its Internet Gateway Information Table (IGIT) and 
itself. It can be calculated as:  

 

∑
=

×=
NumOfIGW

i
iIGWIGW TL

NumOfIGW
TL

1
_

1                       (7) 

 
where NumOfIGW is the total number of IGWs including itself and TLIGW_i is the traffic load of 
IGW i. In addition, we presentthe traffic load of the IGW itself as: TLIGW_self. 

Now we can judge whether this congested IGW needs to use the load-balancing scheme. If 
TLIGW_self ≥ β ×TLIGW (β is the experienced parameter), this congested IGW should use the load-
balancing scheme. Fig. 2 describes the load migration algorithm. If not, there is no need to use it. 
When the congested IGW decided to use the load-balancing scheme, it firstly selects an IGW 
with the lightest traffic load among all the available none congested IGWs by using the 
SearchAvailableIGWwithLightestTL function. If there is an available IGW, the IGW should 
calculate the traffic load it intends to transfer TLtransfer. The congested IGW should also get the 
traffic load information TLIGW_Light of the IGWLight by using the GetTrafficLoadInfo function. If 
TLIGW_Light is smaller than TLIGW, the congested IGW continues to calculate the traffic load the 
IGWLight can provide TLProvide. If TLProvide is larger than TLtransfer, then we can use the Knapsack 
Algorithm to find the best MAP set to change the primary IGW to the IGWLight. 

The exact Kanpsack Algorithm in the mesh router regression algorithm is the 0-1 knapsack 
algorithm. In the 0-1 knapsack algorithm, there are n items (xn). Each item has value (vn) and 
weight (wn). The problem is that if the weight (W) of packets is limited, then we have to figure 
out the best set of these items, as shown in Equation (8). 

 

∑
=

n

i
ii xv

1
max subject to ∑

=

≤
n

i
ii Wxw

1

, }1,0{∈ix ;                  (8) 

 

Table 1. Internet Gateway state judgment 

     Predicted
Current Low State Medium State High State 

Low State Underutilized Stable Stable 
Medium State Underutilized Stable Congestion 
High State Stable Stable Congestion 
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In our 0-1 knapsack algorithm, the item is the MAP. The value and the weight of the item is 
the metric of the MAP (MP_metric) and the transferred traffic load of MAP (TLMPi). The total 
value W is TLtransfer. We can show the algorithm as shown in Equation (9): 

 

∑
=

n

i
ii xmetricMP

1
_min subject to ∑

=

≤
n

i
transferiMP TLxTL

i
1

, }1,0{∈ix ;        (9) 

 
As we know the decision of the 0-1 Knapsack Algorithm is a NP-complete, the complexity of 

running a traditional Knapsack Algorithm is O(nW). The complexity of our Knapsack Algo-
rithm is O(Settransfer(MAP)* TLtransfer). The complexity is based on the number of the MAPs set 
and the total traffic load that we want to transfer. 

We want to select the MAPs that maintain a better routing metric to the selected secondary 
IGW. In Equation (9), we want to get the minimum value of the total routing metric of the se-
lected MAP set .We also constrain the traffic load of the MAPs as we want to get the best set of 
MAPs to change the gateway, and then the congested gateway can be relieved better. After se-
lecting the MAPs, the congested IGWshould send notifications to the selected MAP set to in-
form them to change from the primary gateway to the secondary gateway by using the 
SendNotificationMsg function. 

Even though some MAPs have changed the IGW from the primary to the secondary IGW, it 
does not mean that these MPs will never return to their primary IGW. If these MAPs keep com-
municating with the secondary IGW, it may potentially induce a congestion problem in the sec-
ondary IGW. To avoid this ping-pong problem, MAPs cannot return to their primary IGW as 
soon as their primary IGW is in non-congestionstate. MAPs can return to their primary gateway 
only when their primary gateway is in non-congestionstate for several intervals and then they 
can return one by one. To avoid this ping-pong problem, a MAP with a light traffic load has a 

 
Fig. 2.  Procedure for the load migration algorithm 
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high priority to be selected to return to its primary IGW. This MAP regression algorithm will be 
processed until all the transferred MAPs return to the primary IGW. The IGW that uses the load-
balancing scheme cannot receive any traffic load from other IGWs as its state is still unstable 
and it should continue to use the regression algorithm. Fig. 3 shows the details of the MAP re-
gression algorithm. 

 
 

5. SIMULATION PERFORMANCE EVALUATION  
5.1 Simulation Environment 

The efficiency of our proposed load-balancing scheme was evaluated using Qualnet 5.0. A 
wireless mesh network with an area of 1500×1500 m2 was established. There are 34 static MPs 
and 3 mesh portals distributed on the canvas, as shown in Fig. 4. In Fig. 4, MPs are marked from 
MP5 to MP38, and MP2, MP3, and MP4 are configured as the IGWs that connect with the 
Ethernet network node1. 

The parameters for all the simulations are listed in Table 2. We obtained the value of the IGW 

 
Fig. 3.  Mesh router regression algorithm 

 

 
Fig. 4. Simulation scenario in Qualnet simulator 



  
An Efficient Load Balancing Scheme for Multi-Gateways in Wireless Mesh Networks 

  

374 

thresholdupper, thresholdlower, α and β from numerous experiments. The parameters for all the simu-
lations are listed in Table 2. In this paper, the α, β is experienced values. Firstly, when we run the 
simulation, we chose the value of α, β according to some related papers. But we did not just 
choose the value of α, β only according to their methods. We checked the other value of α, β by 
doing experiments. We also checked the value of α from 0.5 to 0.9 with 0.1 increment and β from 
1.1 to 1.5 with 0.1 increment. Among all of the tested values, we found 0.7 and 1.3 are the best 
values for α and β. For the number of IGW traffic load calculation intervals, we used the RANN 
interval as the calculation interval in order to calculate the traffic load of the IGW more easily. As 
the IGW intent to work smoothly, it should obtain the traffic load of the current and future interval. 
For this reason, we selected one RANN interval as the traffic calculation interval. 

 
5.2 Simulation Results and Analysis 

We compared the performance of our proposed scheme MGMR-BL with the original single 
gateway HWMP and the load balancing approach LB-MPS [16]. We deployed 12 data flows 
generated by the clients, under MP15, MP17, MP20, MP21, MP25, MP29, MP31, MP33, MP34, 
MP35, MP 37, and MP38. In order to better observe the difference ofthe performances, we con-
ducted experiments with the increasing data flow rate from 80 Kbps to 640 Kbps with the in-
cremental of 80 Kbps. In Fig. 5, we can observe that when using a single gateway, the average 
packet delivery ratio decreases rapidly as the flow rate increases. This is due to all 12 flows be-
ing connected to the same IGW MP3, which leads to heavily congested paths that are in proxim-
ity of the IGW. With the introduction of more IGWs, the packet delivery ratio improves at every 
rate. The packet delivery ratio is an average of 36.8% better than HWMP and an average of 
6.6% better than LB-MPS. We also observe the same trend for the end-to-end delay in Fig. 6. 
The introduction of more IGWs makes the traffic to be split along different paths, so that we can 
get a better spatial usage of wireless bandwidth. The end-to-end is a 41.1% improvement com-
pared with the HWMP and a 15.3% improvement as compared with LB-MPS. Fig. 7 shows that 
when the flow rate is a small value, even though we increased the per flow rates, the total 
throughput increase gap is not so big. But as the flow rate increases, the total throughput of the 
single IGW situation will remain stable. However, for our proposed scheme, the aggregated 
network throughput rapidly increased. The results show that the aggregated network throughput 
is 37.3% and 6.3% better compared with HWMP and LB-MPS, respectively. 

Table 2. Simulation Parameters 

Simulation Time 300s 

Simulation Area 1500×1500 

PHY Layer 802.11a 

Transmission Range 250m 

Transmission Data Rate 9Mbps 

Traffic Type CBR(UDP) 
Packet Size 2048bytes 
Number of mesh routers 37 
RANN interval 4s 
Thresholdupper, Thresholdlower 2.5Mbps, 1.0Mbps 
α, β 0.7, 1.3 
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Fig. 5. Average packet delivery ratio 
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Fig. 6. Average end-to-end delay 
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Fig. 7. Aggregated network throughput 
 
We then compared the performance of our proposed load-balancing scheme with LB-MPS 

and MGMR-HWMP. In this experiment, we again deployed 12 data flows, which were generat-
ed by the clients, under MP15, MP23, MP25, MP26, MP29, MP30, MP31, MP32, MP34, MP35, 
MP37, and MP38. We also conducted experiments with the increasing data flow rate from 160 
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Kbps to 1040 Kbps with the incremental of 80 Kbps. We extended the tested flow rate range, as 
we wanted to better observe the difference of the performance when a certain IGW is under a 
high traffic load. 

As we can see from Fig. 8 to Fig. 10, when the flow rate is low, the average packet delivery 
ratio, end-to-end delay, and aggregated network throughput of the data flow is almost the same 
for all three schemes. However, when the flow rate increases, we can see that sometimes the 
performance of the LB-MPS is worse than the MGMR-HWMP and our proposed load balancing 
scheme. The reason is that for LB-MPS, MP decides to change the primary gateway according 
to the traffic load gap between different gateways. When the mesh router detects that the gap is 
bigger than the threshold for several intervals, it will change its primary gateway to another ac-
cording to probability P, which is calculated based on the gateway information. As the MPs 
share the same gateway information, the MPs can simultaneously change their default gateways. 
Another reason is that, if several MPs change to the same gateway, it may induce congestion at 
that particular gateway. Consequently, the performance of LB-MPS is not stable or sometimes 
even worse than our proposed MGMR-HWMP. For the MGMR-HWMP without a load balanc-
ing scheme, the average packet delivery ratio will decrease linearly, as the flow rate increases. 
For our proposed load balancing scheme, even though the flow rate increases, the average end-
to-end delay does not increase rapidly, and the aggregated network throughput keeps increase. 
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Fig. 8. Comparison of packet delivery ratio 
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Fig. 9. Comparison of end-to-end delay 
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For the packet delivery ratio, it does not decrease such rapidly. We can observe that the packet 
delivery ratio is improved by an average of 8.2% and 5.8% compared with MGMR-HWMP and 
LB-MPS, respectively. The average end-to-end delay is improved by an average of 15.6% and 
18.1% compared with MGMR-HWMP and LB-MPS, respectively. For the aggregated network 
throughput, it can be improved by an average of 5.8% and 5.4%, respectively.  

 
 

6. CONCLUSIONS 
Our research addresses the IGW bottleneck problem that is caused by the high traffic load 

distributed in WMNs by deploying multiple IGWs and configuring an efficient load balancing 
scheme at the IGWs to avoid an IGW congestion problem.  

The simulation results show that our proposed load balancing scheme gives a 36.8% 
improvement on packet delivery ratio and a 41.4% and 37.3% improvement on end-to-end delay 
and aggregated network throughput, respectively, compared with a single IGW HWMP. 
Compared with MGMR-HWMP and LB-MPS, the packet delivery ratio is 8.2% and 5.8% on 
average improved compared with MGMR-HWMP and LB-MPS, and the average end-to-end 
delay is 15.6% and 18.1% on average improved. For the aggregated network throughput, we can 
get an improvement by 5.8% and 5.4% on average.  
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